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Abstract -- A microgrid is a power distribution system 
which can be operated with or without the main grid. An 
energy management strategy is required in a microgrid to 
regulate power flows in order to meet certain operational 
objectives by adjusting the power imported/exported 
from/to the main grid, the dispatchable Distributed 
Energy Resources (DER) and the controllable loads. Most 
of the offline approaches assume perfect forecasting 
which is difficult to achieve in practice. Hence an online 
energy management with uncertainties of renewable 
resources has been modelled based on Lyapunov 
optimization. But this method considered only demand 
constraints. In the proposed work an online energy 
management for real time management of microgrid is 
considered for the power flow and system operational 
constraints on a distribution network. This has been 
formulated as stochastic optimal power flow problem 
which is solved using Modified Gravitational Search 
Algorithm. Simulation results showed that this algorithm 
improved the power transfer capability. It also minimized 
the long-term operational costs when compared to the 
existing techniques. 

 

Index Terms — Energy management, Forecasting, 
Gravitational Search Algorithm 

 

I. INTRODUCTION 

 

In microgrid, an energy management system is 
essential for optimal use of these DER in intelligent, 
secure, reliable, and coordinated ways. An Energy 
Management Strategy (EMS) is needed in a 
microgrid to manage power flows in order to satisfy 
certain operational objectives (e.g., minimizing 
costs). Microgrids perform dynamic management 
over energy sources and enables automatic self-
healing operations. During peak usage, or at times of 
the grid failure, a microgrid can operate separately 
without affecting the larger grid's integrity. 
Microgrids interoperate with existing power 
systems, data systems and network infrastructure 
and helps in feeding power back to the larger grid 

during grid failure or power outages. Renewable 
energy resources are presently being deployed on a 
large scale to meet the requirements of increased 
energy demand. The integration of such distributed 
energy sources into utility grid gives the way for 
microgrids.  

The microgrid system consisting of distributed 
energy resources can operate in an islanded mode 
during grid failures. In microgrid, an energy 
management system is required for    optimal use of 
these distributed energy resources in secure and 
reliable ways. To manage the volatility and 
intermittency of renewable energy resources, various 
uncertainty quantification methods are proposed. 
Energy management in microgrids is commonly 
developed as an offline optimization problem for 
day-ahead planning. These offline approaches 
assume excellent forecasting which is difficult to 
achieve in practice. Existing online algorithms 
oversimplify the microgrid model by considering the 
aggregate supply-demand balance. As it omits the 
underlying power distribution network and the 
associated power flow and system operational 
constraints. Hence for real-time operation of 
microgrids that takes into consideration the power 
flow and system operational constraints on a 
distribution network,an online energy management 
strategy (EMS) is taken. Hence its an important to 
replicate to a real-microgrid system. 

II. STATE OF THE ART OF 
ENERGY FORECASTING 

In deregulated electricity market for real time 
operation of power system and taking part into 
bidding in power exchange the prediction of Market 
Clearing Price (MCP) or electricity price and Market 
Clearing Volume (MCV) or electricity load is 
required. Figure 1 shows the online bulletin board 
inside the power exchange and there is block bidding 
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scenarios for both demand & supply side and an 
equilibrium point is reached where market is clear; 
the price at equilibrium point is called MCP and 
volume at that intersection point is called MCV. 
However, at the time of congestion, the zonal market 
clearing price (ZMCP) or the Locational Marginal 
Price (LMP) comes into play. ZMCP is always same 
for a zone but it may differ from zone to zone. It may 
also be different for different buses. [2] 

The main objective of electricity market is to 
maximize profit to both suppliers & consumers with 
high reliability of supply. Like MCV, the MCP 
series has also special characteristics like non-
linearity and non-stationarity, high volatility, 
calendar, seasonal effects and its correlation with 
MCV. The main difference between load and price 
is that price series is more volatile and suffers from 
large price excursions; whereas, load series is 
periodic. Similar to load series, the modeling of 
price series can be done in consecutive time-series 
framework or variable segmented framework. In 
deregulated electricity market for real time operation 
of power system and taking part into bidding in 
power exchange, the prediction of MCP and MCV is 
required. The MCP and MCV are highly correlated 
with each other as the demand is increasing with 
respect of its price. 

 

Figure 1: Online Bulletin Board Power Exchange 

 

By the available literature, it has been observed that 
each model has its own characteristics and operate in 
different situations. However, it is quite complicated 
and difficult to design a perfect prediction model 

with taken care of high uncertainty of load. Hence to 
tackle this problem, efforts have been made to 
capture uncertainties in forecasting energy integrated 
with renewable sources through modelling 
differentscenarios. In this project work the 
forecasting of online EMS for micro grids integrated 
with renewable energy is considered by formulating 
optimal power flow with system    operational 
constraints such as active power and voltage stability 
of the bus system. 

III. PROPOSED 
MODIFIED GRAVITATIONAL 

SEARCH ALGORITHM 

To solve various optimization problems, this 
algorithm shows a high performance and it uses 
fitness performance as objective function. In GSA 
context, each mass (particle or agent) is represented 
by four specifications: the solution to the problem is 
represented from the position of the mass and the 
fitness function of the agent is represented by the 
inertial mass, active and passive gravitational mass. 
Here each mass is attracted by the neighborhood 
particles which have the highest mass.[11] 

The performance of this algorithm is dependent on     
the trade-off between the exploration and exploitation 
abilities. The global variant of GSA has the 
exploitation property which means; faster 
convergence, since all the mass are attracted by the 
same best agent. The local variant of GSA has a 
better exploration property which means the 
information of the agent which acquires best position 
is communicated to the neighborhood agents. Hence 
it prevents the group of particles to get trap in local 
minima because the attraction to specific agent 
becomes weak. Therefore, the selection of size of the 
neighborhood agents is based on the user. The 
proposed Modified Gravitational Search Algorithm 
(MGSA) optimization technique combines both the 
exploitation and exploration properties of both the 
global and local variants of GSA. The flowchart of 
MGSA is given in figure 2. 
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Figure 2: Flowchart of MGSA 

For the simulation of MGSA, the chosen termination 
criterion includes the saturation value of the 
computed power losses over the period of iterations. 
On achieving the saturated values over a period of 
iterations, the algorithm stops else if saturation value 
is not reached, then the given number of iterations 
will be the stopping condition for the proposed 
MGSA simulation. It is noted that, a smooth and 
relatively slow transition from exploration to 
exploitation takes place in this scheme. Hence the 
MGSA variants combine the exploration and 
exploitation properties of both global and local GSA 
variants. 

The modified version of GSA, which is the 
proposed MGSA constitutes increasing exploitation 
ability, and exhibits robust behavior and requires 
less number of iterations compared to other 
competitive variants due to which it is the most 
promising scheme. Hence The proposed approach is 
applied to determine the optimal solution for 
optimal power flow (OPF) problem in a power 

system and values for optimal settings of control 
variables of the OPF problem. 

IV. PROPOSED MGSA TECHNIQUE FOR 
VOLTAGE PROFILE IMPROVEMENT 

AND ACTIVE POWER LOSS 
MINIMIZATION 

The objective (fitness) function in this case is to 
optimize the control parameters of the power flow 
and EMS also to reduce the active power losses in 
the power system. 

The objective (fitness) function is selected to 
dedicate the above problem in the line   is given by, 

 

where, 

θij :Phase limits of voltage through the bus i 
and j  

Vi  : Voltage magnitude at bus i 
Vj : Voltage magnitude at bus j 
Yij : Admittance of the transmission line 

between bus i and j 
 i : Voltage phase angle at bus i 

 j : Voltage phase angle at bus j 

It is to be noted that the power losses is computed 
only after finding the solutions through load flow 
methods. 

The conventional load flow (Newton Raphson) 
method without prediction, load flow   with   
prediction is incorporated in the line without 
optimization of control parameters and load flow 
with prediction incorporated in the line with 
optimization of control parameters employing 
proposed DGSA are mimicked to obtain required 
solution. The load flows with proposed approach 
and assigned parameters are tested on IEEE-14 bus 
system. To validate the effectiveness of the 
proposed DGSA approach over other optimization 
techniques a comparative analysis is simulated. The 
parameters of the evolutionary optimization 
algorithms used for comparing is given in Table 5.1, 
mainly three test cases are employed in this research 
work. The particulars of the test cases are given as, 
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Case 1: Load flow analysis when system operates 
with 100% nominal load. 

Case 2: Load flow analysis when there is sudden 
increase of power at bus  number 9 and 10 

Case 3: Load flow analysis when there is sudden 
decrease of power in the system i.e system operates 
with 75% nominal load. 

Table 1 : Parameters and their values of considered 
evolutionary optimization Algorithms. 

S. No Implemented Parameters 
Parametric 
Values 

1. 
Genetic 
Algorithm 

Population 
Size 

30 

Crossover 
Rate 

0.6 

Mutation 
Rate 

0.02 

No.of 
Generations 

50 

2. Novel PSO 

No. of 
Particles 

30 

No. of 
Iterations 

50 

Inertial 
Weights 

0.2 

 c 1 = c 2 0.1 

3. 

Proposed 
MGSA 

Parameters 

Number of 
particles 

30 

Control 
Parameter 

0.2  

No. of 
Agents 

30 

Maximum 
No. of 
Iteration 

50 

Differential 
Factor 

0.5  

The modified IEEE 14 bus test system considered for 
implementing the proposed technique is shown in 
Figure 3. The simulated results of IEEE 14-bus 
system for proposed conditions with different cases 
are tabulated in table 1.  

 

Figure 2 IEEE 14 Bus Test System 

G – Generators, SC – Synchronous Compensators, 
Loads 

A comparison between the voltage profile and active 
power losses at each bus are tabulated to prove the 
effectiveness of the proposed optimization of control 
parameters using developed MGSA for different test 
cases. 

V. SIMULATION RESULTS AND 
DISCUSSION 

Case 1- Load Flow Analysis When System     
Operates With 100% Nominal Load 

In this case the test system operates with its 100% 
nominal load, initially the load flow is obtained 
using conventional (Newton Raphson) method and 
the results are tabulated in the Table 2. A 
comparison of voltage profile and active power 
losses at each bus is observed. There is a low 
voltage profile at bus no.03 and bus no.06 with 
respect to the conventional load flow method. The 
voltage profile is excised by optimizing the power 
flow controllers at bus no.03 and bus no.06. The 
tabulated results are displayed in subsequent 
columns. Further the proposed optimization of 
control parameters using MGSA technique is 
implemented, the control parameter values EMS are 
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optimized and with the optimized values of 
parameters the controllers show an additional 
improvement in voltage profile at bus no.03 and bus 
no.06. Due to this the active power losses in the 
system are reduced when compared to the 
conventional load flow. The faster convergence is 
obtained in the proposed MGSA due the addition of 
modification. The results of the proposed MGSA are 
tabulated in subsequent columns of Table 2. 

Case 2- Load Flow Analysis When There Is   Sudden 
Increase Of Power At Bus Number 9 And 10 

In this case the test system operates with a sudden 
increase of power at bus no.09 and bus no.10. When 
the load flow is tabulated using conventional 
method, it results in voltage limit violation at bus 
no.09 and bus no.10. The results are tabulated in 
Table 2, as the result of low voltage profile at 
subsequent buses increases the active power losses 
in the system. Thus, the low voltage profile is 
alleviated by incorporating   optimized values of 
power flow controllers at bus no. 09 and bus no.10. 
The results indicate improved voltage profile 
thereby decreasing the active power losses in the 
system. The results are tabulated in subsequent 
columns of Table 2. The control parameters EMS 
are optimized and load flow is calculated. The 
results testify that the proposed DGSA outperforms 
so that the voltage limit violations at bus no.09 and 
bus no.10 are removed and thus minimizing the 
active power losses progressively. 

Case 3- Load Flow Analysis When There Is 
Sudden Decrease Of Power In The System I.E 
System Operates With 75% Nominal Load 

To improve the voltage profile of the system power 
flow controllers are established at consequent bus 
with low voltage profile limits. The load flow results 
after power flow controllers are tabulated in 
subsequent columns of Table 3, with the optimal 
values of control parameters the controllers clearly 
indicates improved voltage profile in system when 
compared to conventional method. Due to the 
improved voltage profile active power losses are 
reduced in overall system.  

 

 

Table 2 Comparative simulation results of voltage 
profile and active power losses for IEEE 14 Bus for 
case 1 with different preceding methods 
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Tso et al 
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1 
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0 
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1.06
22 
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1 

1.06
34 

11.63 

2 
1.045
0 

13.5
9 

1.04
01 

12.8
1 

1.04
09 

11.63 

3 
1.010
0 

13.5
9 

1.02
15 

12.8
1 

1.02
97 

11.63 

4 
1.050
0 

13.5
9 

1.05
89 

12.8
1 

1.06
67 

11.63 

5 
1.080
0 

13.5
9 

1.08
75 
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1 

1.09
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11.63 

6 
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9 
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1 
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9 
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81 
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1 

1.04
98 

11.63 
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12 
1.053
3 

13.5
9 

1.05
52 

12.8
1 

1.05
69 

11.63 

13 
1.046
6 

13.5
9 

1.04
72 

12.8
1 

1.04
99 

11.63 

14 
1.019
3 

13.5
9 

1.02
59 
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1 

1.02
95 

11.63 

 

Table 3 Simulation results of voltage profile and 
active power losses for IEEE 14 bus system for case 
2 with different preceding methods. 
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32 

8.4
5 
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Figure 3 Voltage profile for IEEE14 bus system for 
case 1 

In addition to earlier technique an optimization of 
control parameters using proposed DGSA is 
combined in EMS, the load 
flow simulation results after optimization the control 
parameters of controllers, show significant 
improvement of voltage profile in the overall system 
which decreases the active power losses in the 
system.  

Table 4 Simulation results of voltage profile and 
active power losses for IEEE 14 bus system for case 
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3 with different preceding methods. 

Figure 4 Voltage profile for IEEE14 bus system for 
case 2 

The proposed DGSA has a faster convergence due to 
the applicability of hybrid algorithms. The proposed 
method is studied and tested on IEEE 14 bus test 
system. The system is mainly studied for 
improvement of voltage profile and thereby 
decreasing the active power losses in the line with the 
EMS. To validate the effectiveness of the proposed 
methodology using the proposed MGSA, it is 
compared with earlier literature studies with GA.  

A comparative study of active power and voltage 
profile for the proposed MGSA and existing 
algorithms is tabulated in Table 4. 

Fig
ure 5 Voltage profile for IEEE14 bus system for case 

3 

Fig
ure 6 Active power loss profile for IEEE14 bus 

system for case 2 

Table 4 Comparison of computation time with 
existing and proposed approach for different cases 
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The results depict clearly the effect of hybridization 
with addition of modification factor in the proposed 
MGSA helps the controllers to improve the voltage 
profile of the system there by reducing the active 
power losses in the line. Radically three test cases are 
studied on IEEE 14 bus and. In test cases, the system 
is allowed to operate at different loading conditions, 
along with the proposed technique by optimizing the 
control parameters using the proposed MGSA. Later 
the voltage profile and active power losses are 
governed for all test cases in IEEE 14 bus system. 

 

Figure 7 Active power loss profile for IEEE14 bus 
system for case 3 

For IEEE 14 bus system, Figure 3 and Figure 5 
shows the effectiveness of the proposed technique 
with MGSA, which depicts that the voltage profile 
has increased when compared to the other existing 
methodology. Figure 4 and Figure 7 characterizes the 
potency of the proposed algorithm by comparing it to 
conventional optimizing techniques, the results show 
that the proposed MGSA achieves better convergence 
characteristics providing the efficiency of the 
proposed MGSA. Figure 6 shows the active power 
losses profile for case 2 in IEEE 14 bus system, the 
results indulges by using the proposed technique 
along with proposed MGSA the active power losses 
in the system are decreased firmly.  

The depicted results prove that the proposed MGSA 
give better solution and reduces active power losses 
in comparison with the earlier methods. 

VI. CONCLUSION 

In this work the proposed model is developed with 
considering the power system constraints, mainly two 
real time constraint voltage constraints and active 

power flow is taken into account to formulate an 
EMS for forecasting the energy. The energy 
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management problem at each time independently 
focuses on solving the proposed model as a multi 
objective optimization problem. The energy 
management is proposed in this work is through 
optimal power flow with system operational 
constraints such as active power and voltage stability 
of the bus system this comprises to frame an 
objective function to solve proposed multi objective 
optimization problem. Here in this work the proposed 
optimization problem is solved using proposed 
MGSA, the proposed algorithm finds the optimal 
values for the objective function, which in turn 
deduces the proposed EMS to work in an economical 
model. In the proposed EMS work the active power 
losses are reduced by optimizing the control 
parameters using the proposed algorithm. To the 
replicate the real time problem three test cases are 
studied in the simulation. To show the effectiveness 
of the proposed algorithm results are compared with 
existing optimization techniques for same proposed 
model. Thus the overall objective of building an EMS 
by forecasting the optimal power flow, maintain the 
voltage stability and thereby reducing the active 
power losses is achieved. These operational 
constraints when annexed with real time power 
system achieve an EMS at a cost of economic model 
which will serve the desired objective of the work. 
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