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Abstract- The coverage problem in wireless sensor 

networks(WSNs) can be generally defined as a 

measure of how effectively a network field is 

monitored by its sensor nodes. This problem has 

attracted a lot of interest over the years and as a 

result, many coverage protocols were proposed. In 

this survey, we first propose taxonomy for 

classifying coverage protocols in WSNs. Then, we 

classify the coverage protocols into three categories 

(i.e. coverage-aware deployment protocols, sleep 

scheduling protocols for flat net-works, and cluster-

based sleep scheduling protocols) based on the 

network stage where the coverage is optimized. For 

each category, relevant protocols are thoroughly 

reviewed and classified based on the adopted 

coverage techniques. Finally, we discuss open 

issues (and recommend future directions to resolve 

them) associated with the design of realistic 

coverage protocols. Issues such as realistic sensing 

models, realistic energy consumption models, 

realistic connectivity models and sensor localization 

are covered. 

 

Indexed Terms- Wireless Sensor Network (WSN), 

Coverage Protocols, Sensing Models, Energy 

Consumption, Literature Review, and Survey. 

 

I. INTRODUCTION 

 

Wireless sensor networks (WSNs) have attracted 

significant attention from the research community 

and industry in the last few years. The main reason 

for the recent research efforts and rapid development 

of WSNs is their potential application in a wide range 

of contexts including military operations, 

environment monitoring, surveillance systems, health 

care, and public safety [1] [2]. These applications 

require the deployment of a number of sensors to 

cover a given region of interest (ROI) in the network 

field. Although sensor nodes can work 

autonomously, they can also work collaboratively to 

monitor the physical parameters of an environment. 

Sensor nodes can sense the environment, 

communicate with neighbouring nodes, and in many 

cases, perform basic computations on the data being 

collected 

 

These features make WSNs an excellent choice for 

many applications [2] running in environments that 

are hazardous for human presence. 

 

The coverage problem is one of the fundamental 

problems in WSNs as it has a direct impact on the 

sensors energy consumption and the network lifetime 

[5]. The coverage problem can generally refer to how 

to monitor the network field effectively. 

 

There are several ways to classify the coverage 

problems in WSNs. Coverage problems can be 

classified, according to the frequency of network 

field monitor, into either continuous coverage 

problems or sweep coverage problems. Continuous 

coverage problems can be further classified, 

according to the region of interest for monitoring, 

into three types: area coverage, point coverage, and 

barrier coverage. Furthermore, coverage problems 

can be classified, according to the required coverage 

degree, into either 1-coverage problems or K-

coverage problems. 

 

On the other hand, coverage protocols can be 

classified based on the connectivity requirement, to 

either connectivity aware coverage protocols or non-

connectivity aware coverage proto-cols. Furthermore, 

coverage protocols can be classified, ac-cording to 

the adopted algorithm characteristics, into either 

distributed protocols or centralized protocols. 

Centralized coverage protocols can be further 

classified into either evolutionary algorithm (EA) 

based protocols or non-EA based protocols. More-

over, coverage protocols can be classified according 

to the sys-tem model of the network. There are four 
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features under the system model: sensor location 

awareness (aware or unaware), sensor mobility 

models (static, mobile or hybrid of both), sensor 

deployment models (deterministic or random), and 

sensor sensing model. Sensing models are broadly 

classified, based on the sensing ability, into two 

types: deterministic sensing models and probabilistic 

sensing models. Sensing models can also be 

classified, based on the direction of the sensing 

range, into either directional sensing models or 

omnidirectional sensing models. Coverage protocols 

can also be classified based on when the coverage 

optimization happens, i.e. into either coverage-aware 

deployment protocols, when coverage optimization 

hap-pens before the deployment stage, or sleep 

scheduling proto-cols, when coverage optimization 

happens after the deployment stage. Sleep scheduling 

protocols can be further classified, based on the 

network topology, into either cluster-based sleep 

scheduling protocols or sleep scheduling protocols 

for flat net-works. A detailed description of the 

various dimensions of the classification discussed 

above is given in Section II. Fig. 1 shows the 

taxonomy for classifying coverage protocols in 

WSNs. 

 

Fig. 1: Taxonomy for classifying coverage protocols in WSNs

 

viewed coverage protocols are broadly classified 

based on the protocol characteristics (distributed vs. 

clustered) and the sensor nodes location information 

(location-aware vs. location-unaware). The review 

considers area coverage protocols only, for both 

deterministic sensor nodes deployment and random 

sensor nodes deployment. Finally, the review focuses 

on coverage protocols that use static nodes only and 

that are based on the boolean sensing model (a 

detailed  

 

sensing model classification is presented in Section 

II.C). 

 

The relationship between coverage and connectivity 

in WSNs is analyzed in [7]. In this review, the 

coverage protocols are classified into three 
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categories: coverage deployment strategies, sleep 

scheduling mechanisms, and adjustable coverage 

radius protocols. This survey however, mainly 

focuses on coverage protocols that adopt the boolean 

sensing model. 

A comprehensive survey on barrier coverage in 

WSNs is given in [8]. The reviewed barrier coverage 

protocols are mainly classified into two categories: 

barrier coverage for static sensor nodes and barrier 

coverage for mobile sensor nodes. The pro-tocols are 

further classified based on the following criteria: the 

sensing range direction (omnidirectional vs. 

directional), the sensing model (boolean, probabilistic 

and full-view), and the coverage requirement (weak 

k-barrier coverage vs. strong k-barrier coverage). 

Moreover, several optimization problems in barrier 

coverage are studied. 

 

Another review of barrier coverage is given in [9]. 

However, the focus of this review is barrier coverage 

for directional sensor nodes only. The examined 

protocols are classified, based on the coverage 

requirement, into four categories: strong barrier and 

weak barrier, 1-barrier and k-barrier, worst and best-

case coverage and exposure path coverage, and any-

view coverage and full-view coverage. 

 

In [10], the coverage issue is discussed as a topology 

control technique in WSNs. The studied coverage 

protocols are classified into three categories 

respectively: area coverage protocols, barrier 

coverage protocols and sweep coverage protocols. 

Area coverage protocols are further classified based 

on the types (i.e. static, mobile or hybrid) of sensors 

available in the WSNs and the coverage requirement 

(1-coverage or k-coverage). More-over, barrier 

coverage protocols are studied for both deterministic 

and probabilistic sensing models. 

 

The author of [11] presents a brief survey on k-

coverage problems and protocols. The protocols were 

mainly classified, into two categories: k-coverage 

verification protocols and sleep scheduling protocols 

for k-coverage problems. 

 

A. Review of evolutionary algorithm (EA)-based 

sleep scheduling protocols is given in [12]. The 

authors highlight the main reasons behind 

adopting EA in sleep scheduling protocols. 

Moreover, the reviewed sleep scheduling 

protocols are classified, based on the EA they 

adopted, into four categories: swarm intelligence 

(ant colony optimization (ACO), particle swarm 

optimization (PSO), and pulse-coupled biological 

oscillators (PBO)) protocols, genetic algorithms 

(GA), differential evolution (DE), cellular 

automata, and protocols which uses 

 

B. Omnidirectional Sensing Model 

Omnidirectional sensing model is a special case of 

directional sensing model [28] where α = 360◦. 

Omnidirectional sensors cover a unit of a circle and 

they have only one working direction. Many legacy 

sensor nodes equipped with temperature, humidity, 

and magnetic sensors are omnidirectional sensors. 

 

C. Boolean Sensing Model 

Boolean (deterministic/disk) sensing model is the 

simplest and most commonly used sensing model 

[29]. In this model, if a point (or event) P in the 

network field is located within the sensing range R of 

sensor node S, then it is assumed that P is 

covered/detected by S. The sensing area of S is 

defined as a disk centered at S with a radius of the 

sensing range R. 

 

In this model, the coverage function, C(S, P), of 

sensor node S and point P is given by the following 

equation: 

 
 

Where d(S, P) is the Euclidean distance between 

sensor node s and point P.field, such as buildings, 

railway track, power stations and mines, result in 

extra loss and more variation in the received signal 

power of both the sensing signal and the signal 

emitted from targets or events. Moreover, the sensing 

ability of a sensor is non-uniform and asymmetric in 

all directions around the sensor due to their hardware 

configuration and software implementation. 

Therefore, the sensing radius of a sensor node should 

not be modelled uniformly in all directions since 

signals from different directions, corresponding to 

different propagation paths, suffer from different 

amounts of shadowing loss. The variations in the 



© DEC 2019 | IRE Journals | Volume 3 Issue 6 | ISSN: 2456-8880 

IRE 1701836          ICONIC RESEARCH AND ENGINEERING JOURNALS 133 

received signal strength due to obstructions in 

propagation path is known as shadowing. 

 

The shadow fading sensing model given in [33] is the 

first model to consider the impact of the shadowing 

effects on the coverage problem in WSNs. In this 

model, the coverage function, C(S, P), represents the 

probability that sensor S covers/detects P in a 

shadowed environment. This coverage probability 

depends on the shadowing fading parameter σ, the 

Euclidean distance d(S, P) between sensor node S 

and point Pas well as an average sensing radius 
¯
. The 

coverage function,RC(S, P), is given by the following 

equation [33] [34]: 

 

D. Probabilistic Sensing Models 

The probabilistic sensing model was firstly proposed 

by [30] as a more realistic extension of the Boolean 

sensing model. This model was motivated by the fact 

that sensor detections are usually imprecise and the 

quality of sensing gradually decreases with 

increasing distance away from the sensor [31]. 

Therefore, the coverage function, C(S, P), needs to be 

expressed in probabilistic terms. The probabilistic 

sensing model is further classified into two models: 

the Elfes sensing model and the shadow fading 

sensing model. 

 

(a) The Elfes Sensing Model. Two sensing radii are 

de-fined in the Elfes sensing model [32], Rmin and 

Rmax where Rmindefines the starting of the 

uncertainty in the sensor detection. If a point (or 

event) P in the network field is located within the 

sensing range Rmin of sensor node S, then it is 

assumed that P is definitely covered/detected by 

S. If point P is located beyond the sensing range 

Rmax, then it is definitely not covered/detected by 

S. Otherwise, point P is covered/detected by S 

with probability p. The coverage function, C(S, P 

), is given in the following equation: 

 

 
Where the λ and γ parameters are adjusted according 

to the physical properties of the sensor. It should be 

noted that the Elfes sensing model is considered a 

more general model, where it becomes a boolean 

sensing model when Rmin = Rmax. 

 

(b) The Shadow Fading Sensing Model. In the 

aforementioned sensing models, the sensing 

radius of a sensor node has a constant value in all 

directions around it. Therefore, its sensing ability 

depends only on the distance between the sensor 

node and the point of interest. However, 

obstructions in the network 
 

 
Where β denotes the signal power decay factor and 

Rmax denotes the maximum practicable sensing range. 

dr is a small increment in distance d(S, P ) which 

represents a small difference in the distance due to 

the sensor size. More details aboutthese variables or 

how to calculate 
¯
 can be found in [33] [34].R 

 

Fig. 2 illustrates the shape of the sensing area for the 

aforementioned sensing models. 

 

 
(a) Deterministic sensing model 

(b) Elfes sensing model 

(c) Shadow fading sensing model 

 

Fig. 2: The shape of the sensing area for different 

sensing models 

 

In this survey, we classify coverage protocols, based 

on the network stage where the coverage is 

optimized, into either coverage aware deployment 

protocols or sleep-scheduling proto-cols. Sleep-

scheduling protocols are further classified, based on 

the network topology, into either cluster-based sleep 

scheduling protocols or sleep scheduling protocols 

for flat networks, as shown in Fig. 1. The following 

three sections give a detailed review of such 

protocols. 
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II. COVERAGE-AWARE DEPLOYMENT 

PROTOCOLS 

 

Coverage-aware optimal sensors deployment can be 

defined as the process of determining the optimal 

locations of sensors in a network field such that the 

coverage requirement of an application is met. The 

coverage whole problem, which refers to finding 

regions that are not covered by any sensor, is a sub-

problem of deployment protocols [35]. Mobile 

sensors are used to solve such problem by adapting 

their position in order to fill up sensing holes and 

eventually increase the area coverage [36]. The 

Maximum Coverage Sensor Deployment Problem 

(MCSDP) is an example of deployment problems that 

aims at finding the minimum number of sensors to 

achieve maximum coverage of the surveillance area. 

Most deployment problems are NP-hard problems 

with many conflicting objectives. Therefore, 

centralized evolutionary approaches are often used to 

solve various deployment problems [13] [16] [17]. 

 

PSO-based deployment algorithm, PSODA, is 

proposed into solve the deterministic deployment 

problem for point coverage in WSNs. In PSODA, the 

MCSDP is modelled as a constrained optimization 

problem and the main objective of the algorithm is to 

minimize the number of sensors while satisfying the 

coverage constraints for all the target points. The ROI 

is divided into small cells and the center of each cell 

is a potential position for a sensor. PSODA contains 

one binary 0/1 decision variable for each position in 

the network area where the value of 1 indicates that a 

sensor should be deployed at this position and 0 

indicates the opposite. The fitness function uses a 

weighted-sum approach that combines two sub-

objectives: the first one is used to minimize the 

number of sensors to be deployed and the second one 

is used to minimize the dissatisfaction of the 

coverage constraints.PSODA assumes that the 

sensors follow the Elfes sensing model and all the 

sensors are static and homogeneous. A modified PSO 

which uses a new position updating procedure for a 

faster convergence was adopted to solve the 

premature convergence problem of traditional PSO. 

Although PSODA was primarily developed to solve 

the point coverage problem, it can be adopted for 

applications that require full area coverage. It should 

be noted that the PSODA protocol does not consider 

the connectivity between the sensors and the 

BS.Constrained Pareto-based Multi-objective 

Evolutionary Approach, CPMEA, is proposed in [16] 

to solve the deterministic deployment problem in 

WSNs. Unlike PSODA, CPMEA treats the coverage 

requirement as an objective rather than a constraint. 

Moreover, CPMEA aims at maintaining the full 

connectivity between each sensor node and the BS by 

modelling the connectivity requirement as a 

constraint. CPMEA uses the Pareto-dominance 

concept to formulate the objective functions. The 

main objective is to find more than one Pareto-

optimal sensor-layouts that can maximize the 

coverage and lifetime simultaneously while 

maintaining full connectivity between the sensors. 

The decision variables in CPMEA represent the 

desired positions of the sensor nodes. However, 

instead of generating a col-lection of random layouts 

without considering the connectivity, the initial 

population is generated in two steps. The first step 

consists of generating a number of random tree 

topologies that connect the BS to the sensor nodes. 

Then in the second step, the positions of sensor nodes 

are randomly generated based on the BS position and 

the tree structure. CPMEA assumes thatthe sensors 

follow the boolean sensing model and all sensors are 

static and homogeneous. 

 

GA-based deployment protocol was proposed in [17] 

to ensure both coverage and connectivity of a given 

set of targets. The goal of the protocol is to select the 

minimum number of the potential positions for the 

sensors such that two requirements are met: k-

coverage and m-connectivity. The objective function 

was defined as a weighted-sum of three scaled sub-

objectives: minimizing the number of deployed 

sensor nodes, maximizing the total achieved coverage 

and maximizing the connectivity. Each individual in 

the GA population has a length equals to the number 

of the potential positions of the sensors. Each gene 

can have a value of either 1 or 0 to indicate whether a 

sensor should be installed at that location or not. [17] 

assumes that the sensing range is equal to the 

communication range and all sensors follow the 

boolean sensing model. It is also assumed that all the 

sensors are static and homogeneous. 

 

Another approach for solving the sensors deployment 

problem in WSNs is to find an optimal deployment 
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pattern. In this approach, it is assumed that the ROI is 

divided into virtual grids and every sensor is 

deployed at the intersection points of the grid. The 

grid shape can either be square, triangle, hexagon, 

etc. The goal of the deployment protocol is to 

estimate the pattern (grid shape) and the optimal 

distance between the sensors. For example, the 

authors in [38] developed a protocol to address the 

problem of finding a regular node deployment pattern 

that uses the minimum number of sensors to provide 

k-coverage and m-connectivity. The main idea of the 

proposed protocol is to find a deployment pattern that 

satisfies three conditions: the network area is k-

covered, the sensor nodes are m-connected, and the 

number of deployed sensors is minimized. The main 

goal of this protocol is to estimate the locations and 

the optimal distance be-tween sensors for three 

different deployment patterns: triangle, square, and 

hexagon. The protocol then chooses the deployment 

pattern to be used to deploy minimum number of 

sensors while meeting the coverage and connectivity 

requirements. The protocol assumes a boolean 

sensing model and all sensors are static and 

homogeneous. 

 

Another approach for coverage-aware deployment is 

to de-ploy and reposition mobile sensors to meet the 

coverage requirement of a certain application. 

MobiBar [39] is a protocol of such design that is 

proposed for barrier coverage applications. MobiBar 

is a distributed deployment protocol that utilizes 

mobile sensors to construct k distinct complete 

barriers and hence provides k-barrier coverage. The 

goal of MobiBar protocol is to achieve a final 

deployment that provides the maximum achievable 

barrier coverage by repositioning the mobile sensors. 

The authors of MobiBar defined a baseline as the line 

that is parallel to the border of the network area to 

which other barriers should be constructed parallel to 

it. MobiBar assumes that sensors located on adjacent 

barriers are able to communicate. These connected 

barriers are referred to as the connected barrier 

component. Each barrier in MobiBar has a priority 

which decreases as the distance between the baseline 

and the barrier increases. Initially, all sensors move 

towards the baseline to increase the connectivity of 

the network. The first sensor to reach the base-line 

elects itself as a leader of the connected barrier 

component. Then this leader chooses at most four 

neighbour sensors, each of 

 

 

Table 3: Comparison of coverage aware deployment protocol 

required level of coverage. Network lifetime prolongs 

when the number of such sets increases. Hence, the 

goal of this approach is to determine the maximum 

number of DSCs. Since both the OCP and the DSC 

problems are well-known NP-hard optimization 

problems, EAs can be used to solve them [43] [44]. 

 

A variant of PSO, Binary PSO (BPSO), is adopted in 

a centralized Binary PSO-based sleep scheduling 

protocol [45] to solve the OCP. BPSO assumes that 

the sensors are homogeneous, randomly deployed in 

the network field and adopt the boolean sensing 

model. The coverage problem was modelled as a 

constrained 0/1 programming problem to determine 

whether a sensor should be in active mode (with 

value 1) or in sleep mode (with value 0). The goal of 

the protocol is to minimize the number of active 

sensor nodes while maintaining full area coverage 

constraint. Moreover, the protocol was extended to 

find the maximum number of DSCs. This is done by 

initially minimizing the number of active sensor 

nodes. These active nodes form the first set and are 

marked as unavailable. Then, the unassigned sensor 

nodes form another network topology. This process 
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continues till the last network topology cannot 

provide full coverage for the area. 

 

A multi-layer GA, (mlGA), is adopted in [44] to find 

the maximum number of DSCs. The goal of the 

mlGA protocol is to find the maximum number of 

DSCs and to ensure that each DSC is assigned the 

minimum number of sensors which provides full 

coverage. The mlGA protocol employs a post-

heuristic opera-tor, in which the unassigned sensors 

may be used to enhance the coverage of each set of 

covering sensors or set cover for brevity. Similar to 

the BPSO protocol, the mlGA protocol identifies the 

maximum number of DSCs gradually. However, the 

mlGA protocol assumes that the sensors adopt the 

Elfes sensing model to reflect the uncertainty in 

sensor’s sensing ability. It should be noted that the 

random initialization and update of the population 

individuals in both BPSO and mlGA may result in 

infeasible set cover solutions that do not meet the 

required coverage constraint. In this case, a repair 

function is adopted to repair these individuals (i.e. set 

covers) and hence further move toward the optimal 

solutions space. The repair function usually works by 

drawing a random sensor from the set of the 

unassigned sensors and adding this sensor into an 

infeasible individual solution. This process continues 

till the coverage constraint of each infeasible 

individual is met. 

 

An Energy Efficient Connected Coverage (EECC) 

algorithm was proposed in [46] to find the maximal 

number of non DSCs that ensure target coverage and 

connectivity while minimizing sensors redundancy 

around the targets. Authors of EECC argued that non-

disjoint cover sets provide a longer network lifetime 

compared to the disjoint cover set as they may 

generate morecover sets, which in turn will prolong 

the network life time. The sensors are classified into 

sensing and relay nodes according to its coverage. If 

the sensor does not cover any of the targets, its 

coverage is null and it is termed as relay node. A 

sensor which covers a target is termed as a sensing 

sensor. Sensing sensors are further classified, based 

on the number of targets it covers, into three types: 

single coverage sensor, multi coverage sensor, and 

critical coverage sensor. Each sensor has a heuristic 

value derived from its sensing coverage and 

connectivity to the BS. The value of the coverage 

heuristic prioritize the sensing node according to its 

contribution towards coverage while the value of 

connectivity heuristic prioritize the relay sensor 

according to its connectivity to sensing nodes and 

sink. Although the authors have proved that their 

problem formulation is NP-complete, they have used 

greedy approach to select the sensors to include in the 

cover, based on their heuristic values. 

 

GA-based protocol to find the maximum number of 

non DSCs to provide K-coverage for a predetermined 

number of tar-gets was proposed in [47]. Each sensor 

cover is enough to cover all the targets in the field. 

The network lifetime of the sensor covers is 

calculated as the minimum lifetime of a sensor that 

belongs to that cover, i.e. the sensor that has the 

minimum remaining energy. The energy-efficient 

target coverage problem is then formulated as a 

maximization problem that aims to maximize the 

aggregated network lifetime among all the sensor 

covers. Firstly, the adopted GA algorithm determines 

the optimal cover heads that are responsible for 

transferring the data to the BS. Then, the algorithm 

forms the covers based on the coverage range of each 

sensor, the expected consumed energy, the distance 

to the BS, and targets positions. Authors assumed 

that the sensors are mobile and can move freely in the 

network field, to collect environmental data, without 

adhering to any specific sensor mobility model. 

Moreover, a cover management method that switches 

between different sensor covers was proposed. It was 

also assumed that all the sensors can transmit directly 

to the BS. 

 

III. CLUSTER-BASED SLEEP SCHEDULING 

PROTOCOLS 

 

Though both the Cluster Heads (CHs) selection 

problem and the coverage problem have been 

extensively studied separately, only a few protocols 

considered them together. Most of existing clustering 

protocols focus only on selecting CHs to reduce or 

balance the network’s energy consumption, while 

how to cover the network area effectively is out of 

the scope of these existing solutions. The following 

paragraphs describe papers that con-sider clustering 

and coverage simultaneously. 

 



© DEC 2019 | IRE Journals | Volume 3 Issue 6 | ISSN: 2456-8880 

IRE 1701836          ICONIC RESEARCH AND ENGINEERING JOURNALS 137 

 

Table 4: Comparison of sleep scheduling protocols for flat networks

 

Distributed, Cluster-based Coverage-aware protocol, 

ECDC that can be adapted for different applications 

is proposed in [25]. The network area in ECDC 

consists of randomly deployed static sensor nodes. 

The main idea behind the protocol is that sensors 

having higher remaining energy and/or deployed in a 

densely populated area, and/or cover more POIs are 

more likely to be selected as CH candidates. Two 

coverage importance metrics are introduced to 

measure the coverage importance for each sensor 

node: one for the point coverage problem and the 

other for the area coverage problem. In the point 

cover-age problem, the point coverage importance of 

a sensor node is determined by the number of POIs 

covered by that sensor node only. The higher the 

number of POIs covered by a sensor node, the larger 

the point coverage importance of that sensor node. In 

the area coverage problem, the area coverage 

importance of a node is determined by the number of 

neighbours. The fewer nodes around a sensor node, 

the greater the area coverage importance of that 

sensor node. The clustering process of ECDC is 

divided into rounds, each of which consists of a 

cluster set-up phase and a data transmission phase. In 

the cluster set-up phase, the sensor nodes compete for 

the CH role based on their relative residual energy 

and their coverage importance. At the end of this 

phase, sensor nodes with relatively higher residual 

energy and smaller coverage importance will be 

chosen as CHs. In the data transmission phase, a 

routing tree is constructed to connect the elected CHs 

to the BS. The CHs aggregate data from their cluster 

members and then send data to the next hop nodes on 

the constructed routing tree. It is assumed that the 

selected CHs are within the communication range of 

each other and each CH can either send its data 

directly to the BS or can send its data to a 

neighbouring CH. The ECDC protocol uses a Time 

Division Multiple Access (TDMA) mechanism to 

avoid inter-cluster and intra-cluster collisions. 

 

Balanced clustering algorithm (BCA) is another 

distributed clustering protocol that was proposed in 

[48]. Similar to the ECDC protocol, the BCA 

protocol operates in rounds and favours sensors that 

are deployed in a densely populated area to act as 

CHs candidates. Moreover, the BCA protocol creates 

a set of equally balanced, in terms of their coverages, 

clusters (i.e. to make the coverage area of each 

cluster approximately the same). The coverage area 

of a cluster is defined as the union of the coverage 

areas of all cluster members. In BCA, each sensor 

calculates its probability of becoming a CH based on 

its sensing population, which is defined as the 

number of sensor nodes that are located within its 

sensing range. Once a sensor node be-comes a CH, it 

uses its sensing population information to put some 

nodes into sleep mode in order to save their energy. 

To do so, a CH selects a random number of sensors 

to put to sleep. 

 

This number should not exceed a specific threshold 

which is determined by the CH. However, the 

absence of redundancy check in this process leads to 

potential coverage holes. 

 

Another distributed Coverage-Preserving Clustering 

Protocol (CPCP) is proposed in [49]. The CPCP 

defines several cost metrics that combine the 

remaining energy of a node with its contribution to 

network coverage. For example, the minimum-weight 

coverage cost metric is defined such that nodes 

deployed in densely populated network areas and that 

has higher remaining energy are better candidates to 

act as CHs and/or to stay active. The operation of 

CPCP consists of five phases. In the first phase, the 

sensors exchange information about their remaining 
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energy and each node calculates its coverage cost 

based on that information. In the second phase, each 

sensor decides whether or not to become a CH for the 

current round based on its activation time. Every 

sensor determines its activation time based on its 

current coverage cost. A sensor that does not hear an 

announcement message, from any other sensor node, 

during its activation time will declare itself to be a 

new CH upon the expiration of its activation time. In 

order to avoid creating non-balanced clusters, a 

sensor node announce its role as a CH within a 

prespecified cluster range. In the third phase, a multi-

hop route between the CHs and the BS is constructed. 

In the fourth phase, the clusters are formed such that 

each non-CH node joins the closest CH. In the final 

phase, each sensor decides whether it will stay active 

or not for the current round. This decision is based on 

its coverage cost. In order to take this decision, every 

node defines an activation time based on its current 

coverage cost. Doing that will allow sensors that have 

lower coverage cost to announce them-self earlier as 

active nodes. Every node will determine its status 

upon the end of its activation time. If a sensor node 

determines that its sensing area is completely covered 

by its neighbouring nodes, it turns itself off for the 

current round. However, this activation method is not 

efficient, as it cannot guarantee to find all redundant 

nodes in each round. Moreover, the main operation of 

CPCP depends mainly on the values of the activation 

timers. So the decision of whether a sensor will stay 

active or not is not taken at the beginning of the 

round. This decision could be taken by the node 

anytime during the round, depending on its activation 

time. This will lead to unnecessary consumed energy 

by the redundant nodes who are waiting their timer to 

expire to take the decision to be inactive. Moreover, 

although the authors of CPCP recommended the 

activation time to be proportional to the coverage 

cost, no specific recommendation was given on how 

to set this value. 

 

The authors in [50] developed a centralized, cluster-

based coverage-aware protocol for target tracking 

applications. The network area consists of both 

randomly deployed static sensor 

 

 

Table 5: Comparison of cluster-based sleep scheduling protocols

  

Consequently, network lifetime is decreased because 

more (redundant) sensors than required are kept 

active. 

 

 On the other hand, boolean sensing model may 

also overestimate the sensor’s sensing capacity by 

assuming that all the points located within its 

uniform sensing range are covered. This in turn 

may result in coverage holes in the network and 

the coverage requirement of the application is not 

met. 

 

The Elfes sensing model II.C.4.a was proposed to 

solve those problems by defining two sensing ranges 

for a sensor. However, the coverage area for each 

sensing range is still uniformly distributed and hence 

it shares the same problems as the Boolean sensing 

model. 

 

Several empirical studies have shown that the shape 

of the sensing area of a sensor may not be a regular 

disk [55] [56][57] The impact of location errors, 

sensing signal irregularity and packet loss on the 

Coverage Configuration Protocol [58], CCP, were 

studied and investigated in [55]. Experimental results 

shown that CCP performance degrades with the 

location errors increase, sensing signal irregularity 

and packet losses. More-over, the impact of radio 

irregularity on the sensor communication was 

confirmed and quantified in [56]. According to [57], 

the radio irregularity in WSNs is caused by three 

main factors: 
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 Anisotropy: a signal transmitted by a sensor node 

experiencesvarious path losses at different 

directions. 

 Continuous variation: the signal path loss varies 

continuouslywith incremental changes of the 

propagation direction from a transmitter. 

 Heterogeneous sending powers: sensor nodes may 

transmitradio signals at different sending powers, 

even though they are from the same manufacturer. 

This is caused due to the hardware differences 

between sensors and different battery level of the 

sensors. 

 

The shadow fading sensing model was proposed as a 

first at-tempt to construct a more realistic sensing 

model by simulating the path loss around the sensors. 

However, a careful look at the coverage protocols in 

the literature will reveal that this model has rarely 

been used to model the coverage of the sensor in 

WSNs. Moreover, the shadow fading sensing model 

is isotropic in the sense that the path losses in 

different directions are the same [57]. To illustrate 

this, the path loss at distance d, P L (d)is calculated 

using the following equation [59]: 

 
Where d is the distance from the sender, d0 is the 

reference distance, P L(d0) is the path loss at a 

reference distance d0, β is the path-loss exponent, N 

(0, σ) is a zero-mean Gaussian random variable with 

standard deviation σ. 

 

The Radio Irregularity Model (RIM) was proposed in 

[57] tosimulate the three factors that cause radio 

irregularity in WSNs. In RIM, the irregularity of a 

radio pattern is denoted by parameter Degree of 

Irregularity, DOI. DOI is defined as the maximum 

path loss percentage variation per unit degree change 

in the direction of radio propagation. Accordingly, 

the path loss model is modified based on the DOI to 

generate 360 different path loss values for different 

directions. In RIM, the DOI-adjusted path loss at 

direction θ and distance d, P L (d, θ) is calculated 

using the following equation [59]: 

 
Where Kθ is the path-loss coefficient at direction θ 

and is computed as follows: 

 

 
Where |K0 − K395| < DOI, B (n, p) is a Binomial 

random variable with n trials and success probability 

p, and W (b1, b2)is a Weibull random variable with 

scale parameter b1 and shape parameter b2. 

 

RIM is a thoughtfully designed model that reflects 

the signal irregularity phenomena in WSNs [60] [59]. 

It has been used and studied recently in many WSNs 

protocols such as [61] [62][64] [59]. However, most 

of these protocols focus on localization methods or 

link quality estimation. To the best of our knowledge, 

RIM has not yet been studied or used to model the 

coverage problem in WSNs. 

 

 Realistic Coverage-aware Clustering Protocols 

Clustering sensor nodes is an efficient topology 

control method to maximize the network’s energy 

efficiency. Many clustering protocols have been used 

in various WSNs applications. However, most of 

these protocols focus only on selecting the optimal 

set of CHs to reduce or balance the energy 

consumption of a given network, while how to cover 

the network area effectively is overlooked. Moreover, 

the performance of these protocols is limited by the 

challenges on determining an accurate radio model 

for the sensor nodes in the network. A commonly 

employed energy consumption model is presented in 

[65] [66]. The energy consumption in this model is 

calculated 

 

 Realistic Connectivity Model The index statej 

refers to the energy states of the sensor:statej 

 

REFERENCES 

 

[1] S. H. Yang, “Introduction,” in Wireless Sensor 

Networks, Signals and Communication 

Technology, pp. 1–6, Springer London, 2014. 

[2] Y. Yu, V. K. Prasanna, and B. Krishnamachari, 

Information Processingand Routing in Wireless 

Sensor Networks. World Scientific Pub., 2006. 



© DEC 2019 | IRE Journals | Volume 3 Issue 6 | ISSN: 2456-8880 

IRE 1701836          ICONIC RESEARCH AND ENGINEERING JOURNALS 140 

[3] A. M. Zungeru, L. M. Ang, and K. P. Seng, 

“Classical and swarm in-telligence based routing 

protocols for wireless sensor networks: A sur-vey 

and comparison,” Journal of Network and 

Computer Applications, vol. 35, no. 5, pp. 1508–

1536, 2012. 

[4] K. Akkaya and M. Younis, “A survey on routing 

protocols for wireless sensor networks,” Ad Hoc 

Networks, vol. 3, no. 3, pp. 325–349, 2005. 

[5] B. Wang, “Coverage problems in sensor 

networks: A survey,” ACM Com-put. Surv., vol. 

43, pp. 32:1–32:53, Oct. 2011. 

[6] A. More and V. Raisinghani, “A survey on energy 

efficient coverage pro-tocols in wireless sensor 

networks,” Journal of King Saud University -

Computer and Information Sciences, pp. –, 2016. 

[7] C. Zhu, C. Zheng, L. Shu, and G. Han, “A survey 

on coverage and con-nectivity issues in wireless 

sensor networks,” Journal of Network 

andComputer Applications, vol. 35, no. 2, pp. 619 

– 632, 2012. Simulationand Testbeds. 

[8] F. Wu, Y. Gui, Z. Wang, X. Gao, and G. Chen, 

“A survey on barrier coverage with sensors,” 

Frontiers of Computer Science, vol. 10, no. 6, pp. 

968–984, 2016. 

[9] D. Tao and T. Y. Wu, “A survey on barrier 

coverage problem in directional sensor networks,” 

IEEE Sensors Journal, vol. 15, pp. 876–885, Feb 

2015. 

[10] M. Li, Z. Li, and A. V. Vasilakos, “A survey on 

topology control in wire-less sensor networks: 

Taxonomy, comparative study, and open issues,” 

Proceedings of the IEEE, vol. 101, pp. 2538–

2557, Dec 2013. 

[11] N. Yeasmin, “k-coverage problems and solutions 

in wireless sensor networks: A survey,” 

International Journal of Computer Applications, 

vol. 100, no. 17, 2014. 

[12] P. Musilek, P. Krömer, and T. Barton,ˇ “Review 

of nature-inspired meth-ods for wake-up 

scheduling in wireless sensor networks,” Swarm 

andEvolutionary Computation, vol. 25, pp. 100 – 

118, 2015. 

[13] F. Aznoli and N. J. Navimipour, “Deployment 

strategies in the wireless sensor networks: 

Systematic literature review, classification, and 

current trends,” Wireless Personal 

Communications, pp. 1–28, 2016. 

[14] A. Saipulla, B. Liu, and J. Wang, “Barrier 

coverage with airdropped wire-less sensors,” in 

MILCOM 2008 - 2008 IEEE Military 

CommunicationsConference, pp. 1–7, Nov 2008. 

[15] Z. Fei, B. Li, S. Yang, C. Xing, H. Chen, and L. 

Hanzo, “A survey of multi-objective optimization 

in wireless sensor networks: Metrics, algorithms 

and open problems,” IEEE Communications 

Surveys Tutorials, vol. PP, no. 99, pp. 1–1, 2016. 

[16] M. Khalesian and M. R. Delavar, “Wireless 

sensors deployment optimization using a 

constrained paretobased multi-objective 

evolutionary approach,” Engineering Applications 

of Artificial Intelligence, vol. 53,126 – 139, 2016. 

[17] S. K. Gupta, P. Kuila, and P. K. Jana, “Genetic 

algorithm approach for k-coverage and m-

connected node placement in target based 

wireless sensor networks,” Computers and 

Electrical Engineering, pp. –, 2015. 

[18] M. Xi, K. Wu, Y. Qi, J. Zhao, Y. Liu, and M. Li, 

“Run to potential: Sweep coverage in wireless 

sensor networks,” in 2009 International 

Conferenceon Parallel Processing, pp. 50–57, 

Sept 2009. 

[19] B. Gorain and P. S. Mandal, “Approximation 

algorithms for sweep coverage in wireless sensor 

networks,” Journal of Parallel and 

DistributedComputing, vol. 74, no. 8, pp. 2699 – 

2707, 2014. 

[20] M. Li, W. Cheng, K. Liu, Y. He, X. Li, and X. 

Liao, “Sweep coverage with mobile sensors,” 

IEEE Transactions on Mobile Computing, vol. 

10,1534–1545, Nov 2011. 

[21] Q. Zhao and M. Gurusamy, “Connected k-target 

coverage problem in wireless sensor networks 

with different observation scenarios,” 

ComputerNetworks, vol. 52, no. 11, pp. 2205 – 

2220, 2008. 

[22] G. Goel, S. H. Melvin, Y. Lostanlen, and D. 

Hatzinakos, “Connectivity analysis of indoor 

wireless sensor networks using realistic 

propagation models,” in Proceedings of the 17th 

ACM International Conferenceon Modeling, 

Analysis and Simulation of Wireless and Mobile 



© DEC 2019 | IRE Journals | Volume 3 Issue 6 | ISSN: 2456-8880 

IRE 1701836          ICONIC RESEARCH AND ENGINEERING JOURNALS 141 

Systems,MSWiM ’14, (New York, NY, USA), 

pp. 13–20, ACM, 2014. 

[23] A. Ghosh and S. K. Das, “Coverage and 

connectivity issues in wireless sensor networks: A 

survey,” Pervasive and Mobile Computing, vol. 4, 

no. 3, pp. 303 – 334, 2008. 

[24] M. Faheem, M. Z. Abbas, G. Tuna, and V. C. 

Gungor, “Edhrp: Energy efficient event driven 

hybrid routing protocol for densely deployed 

wire-less sensor networks,” Journal of Network 

and Computer Applications, vol. 58, pp. 309 – 

326, 2015. 


