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Abstract- This paper addresses he problem of 

sentiment analysis in twitter; that is classifying tweets 

according to the sentiment expressed in them: 

positive, negative or neutral. Twitter is an online 

micro-blogging and social-networking platform 

which allows users to write short status updates of 

maximum length 140 characters. Due to this large 

amount of usage we hope to achieve a reflection of 

public sentiment by analyzing the sentiments 

expressed in the tweets. Analyzing the public 

sentiment is important for many applications such as 

firms trying to find out the response of their products 

in the market, predicting political elections and 

predicting socioeconomic phenomena like stock 

exchange. The aim of this project is to develop a 

functional classifier for accurate and automatic 

sentiment classification of an unknown tweet stream. 

 

Indexed Terms- Twitter, Social Media, Analysis, 

Sentiment. 

 

I. INTRODUCTION 

 

Data analysis is the process of applying organized and 

systematic statistical techniques to describe, recap, 

check and condense data. It is a multistep process that 

involves collecting, cleaning, organizing and 

analysing. Data mining is like applying techniques to 

mold data to suit our requirement. Data mining is 

needed because different sources like social media, 

transactions, public data, enterprises data etc. 

generates data of increasing volume, and it is 

important to handle and analyze such a big data. It 

won’t be wrong to say that social media is something 

we live by. In the 21st century social media has been 

the game changer, be it advertising, politics or 

globalization, it has been estimated that data is 

increasing faster than before and by the year 2020; 

about 1.7 megabytes of additional data will be 

generated each instant for each person on the earth. 

More data has been generated in the past two years 

than ever before in the history of the mankind. It is 

clear from the fact that the number of internet users are 

now grown from millions to billions. Database which 

is opted for the proposed study is from Twitter. It is 

now day’s very popular service which provides facility 

of micro blogging. In this people write short messages 

generally less than 140 characters, about 11 words on 

average. It is appropriate for analysis as the number of 

messages is large.  It is much easier task as compared 

to searching blogs from the net. The objective of the 

proposed analysis, ‘Sentiment Analysis’, is the 

analysis of the enormous amount of data easily 

available from social media. Algorithm generates an 

overall sentiment score from the inputted topic in 

terms of positive, negative or neutral, further it also 

works on finding the frequency of the words being 

used. Word cloud that is a pictorial representation of 

words based on frequency occurrence of words in the 

text is also generated. Calculation is actualized 

utilizing R attributable to its component rich, thorough 

and expressive abilities for measurable information. 

 

II. PROBLEM DEFINITION 

 

This project will be helpful to the companies, political 

parties as well as to the common people. It will be 

helpful to political party for reviewing about the 

program that they are going to do or the program that 

they have performed. Similarly, companies also can 

get review about their new product on newly released 

hardware or softwares. Also, the movie maker can take 

review 3 on the currently running movie. By analyzing 

the tweets analyzer can get result on how positive or 

negative or neutral are peoples about it. 

 

III. LITERATURE SURVEY 

 

Sentiment analysis is a growing area of Natural 

Language Processing with research ranging from 

document level classification (Pang and Lee 2008) to 

learning the polarity of words and phrases (e.g., 

(Hatzivassiloglou and McKeown 1997; Esuli and 

Sebastiani 2006)). Given the character limitations on 

tweets, classifying the sentiment of Twitter messages 

is most similar to sentence level sentiment analysis 
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(e.g., (Yu and Hatzivassiloglou 2003; Kim and Hovy 

2004)); however, the informal and specialized 

language used in tweets, as well as the very nature of 

the microblogging domain make Twitter sentiment 

analysis a very different task. It’s an open question 

how well the features and techniques used on 

morewell-formed data will transfer to the 

microblogging domain. Just in the past year there have 

been a number of papers looking at Twitter sentiment 

and buzz (Jansen et al. 2009; Pak and Paroubek 2010; 

O’Connor et al. 2010; Tumasjan et al. 2010; Bifet and 

 

Frank 2010; Barbosa and Feng 2010; Davidov, Tsur, 

and Rappoport 2010). Other researchers have begun to 

explore the use of part-of-speech features but results 

remain mixed. Features common to microblogging 

(e.g., emoticons) are also common, but there has been 

little investigation into the usefulness of existing 

sentiment resources developed on non-microblogging 

data. Researchers have also begun to investigate 

various ways of automatically collecting training data. 

Several researchers rely on emoticons for defining 

their training data (Pak and Paroubek 2010; Bifet and 

Frank 2010). (Barbosa and Feng 2010) exploit existing 

Twitter sentiment sites for collecting training data. 

(Davidov, Tsur, and Rappoport 2010) also use 

hashtags for creating training data, but they limit their 

experiments to sentiment/non-sentiment 

classification, rather than 3-way polarity 

classification, as we do. We use WEKA and apply the 

following Machine Learning algorithms for this 

second classification to arrive at the best result: 

K-Means Clustering 

Support Vector Machine 

Logistic Regression 

K Nearest Neighbours 

Naïve Bayes 

Rule Based Classifiers 

 

IV. CONCEPTUAL OVERVIEW OF THE 

PROJECT 

 

This proposal is an application which is used to 

analyze the tweets. We will be performing sentiment 

analysis in tweets and determine where it is positive, 

negative or neutral. This web application can be used 

by any organization office to review their works or by 

political leaders or by any others company to review 

about their products or brands. The main feature of our 

web application is that it helps to determine the 

opinion about the peoples on products, government 

work, politics or any other by analyzing the tweets. 

Our system is capable of training the new tweets 

taking reference to previously trained tweets. The 

computed or analyzed data will be represented in 

various diagram such as Pie- chart, Bar graph and 

Word cloud. 

 

• Project summary and purpose 

This project of analysing sentiments of tweets comes 

under the domain of “Pattern Classification” and “Data 

Mining”. Both of these terms are very closely related 

and intertwined, and they can be formally defined as 

the process of discovering “useful” patterns in large 

set of data, either automatically (unsupervised) or semi 

automatically (supervised). The project would heavily 

rely on techniques of “Natural Language Processing” 

in extracting significant patterns and features from the 

large data set of tweets and on “Machine Learning” 

techniques for accurately classifying individual 

unlabelled data samples (tweets) according to 

whichever pattern model best describes them. 

 

• Design 
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V. RESULT

  

• Input:

  

 

• Output:
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CONCLUSION

 

The experimental studies performed through the 

successfully show that hybridizing the existing 

machine learning analysis and lexical analysis 

techniques for sentiment classification yield 

comparatively outperforming accurate results. For all 

the datasets used, we recorded consistent accuracy of 

almost 90%. 

 

The first method that we approached for our problem 

is Naïve Bayes. It is mainly based on the independence 

assumption. Training is very  easy  and  fast  In  this  

approach  each  attribute  in  each  class  is  considered 

separately. Testing is straightforward, calculating the 

conditional probabilities from the data available.  One 

of the major task is to  find the sentiment polarities 

which is very important in this approach to obtain 

desired output. In       this Naïve Bayes approach we 

only considered the words that are available in our 

dataset and calculated their conditional probabilities. 

We have obtained successful results after applying this 

approach to our problem. 

 

Clearly from the success of Hybrid Naive Bayes, it can 

positively be applied over other related sentiment 

analysis applications like financial sentiment analysis 

(stock market, opinion mining), customer feedback 

services, and etc. 
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