
© JAN 2023 | IRE Journals | Volume 6 Issue 7 | ISSN: 2456-8880 

IRE 1704031          ICONIC RESEARCH AND ENGINEERING JOURNALS 295 

Disaster Tweets Classification 
 

GAURAV KANOJIA
1
, ADITYA RASTOGI

2
 

1, 2
 Maharaja Agrasen Institute of Technology, Sector 24 Rohini, New Delhi, India 

 

Abstract- Social media's enormous data output 

offers a singular opportunity for disaster research. 

As a top social media network, Twitter produces 

more than 500 million Tweets daily. Twitter is 

increasingly used by authorities to track disaster 

situations and develop quick rescue plans due to its 

real-time capability. Building a precise predictive 

model to recognize disaster Tweets, which might not 

have enough context due to the length restriction, is 

difficult. Determining the optimal algorithm to drive 

a recommendation engine that will aid in real-time 

crisis occurrences for the purpose of delivering 

relief to the affected, gathering news, etc. will 

therefore be the goal of this project. 

 

I. INTRODUCTION 

 

Here Introduce the paper, and put a nomenclature if 

necessary, in a box with the same font size as the rest 

of the paper. The paragraphs continue from here and 

are only separated by headings, subheadings, images 

and formulae. The section headings are arranged by 

numbers, bold and 9.5 pt. Here follows further 

instructions for authors. 

 

Twitter is social media platform which enables 

people to communicate their thoughts via text, 

pictures and videos. It is a platform with more than 1 

million daily active users. According to recent data, 

an approximate of 500 million tweets are posted on 

Twitter every day.The special aspect of Twitter 

which makes it more appealing as a forum for us to 

consider data from is the fact that it has an extremely 

active and responsive user base.Mostly, all breaking 

news is posted earlier in twitter than any mainstream 

media. Hence, this microblogging social network 

experiences a deluge of information flow during 

natural disasters. Situation based mining of 

information from the twitter data, can play a 

significant role in disaster response and recovery. 

The large volume and velocity of data flow on twitter 

during disaster makes it tedious for the disaster 

rescue volunteers to manually analyze and retrieve 

information from them. An automated system that 

could retrieve relevant information from this 

enormous twitter data during a disaster, could be 

useful for the disaster relief volunteers to accomplish 

their duty efficiently amidst the chaos. In this paper, 

we propose an artificial intelligence based real time 

disaster response system disaster, which assists the 

volunteers by identifying the relevant tweets from the 

real time twitter data and classifying them under the 

domains. Disaster is empirically validated across 

various machine learning algorithms for classification 

using the tweets posted. The versatility of Disaster 

across different disasters and its improved 

classification accuracy makes it flexible and robust to 

handle any location-based emergencies. 

 

We will be comparing Bidirectional Logic 

Regression, Naïve bayes and Voting TF to see which 

of the algorithms perform better and can be used in a 

practical situation in which we will have to classify 

the tweets as a disaster or not. We will begin by 

presenting our findings from recent research in the 

field, then move on to outlining the technique used 

and the dataset selected. 

 

II. LITERATURE REVIEW 

 

Disasters in our life affect humans in disastrous ways. 

Throughout our history, mankind has sought to 

predict, manipulate, and provide relief in times of 

natural disaster. Our work aims to contribute towards 

awareness about a disaster in real time and help in 

disaster relief or for news purposes. We have chosen 

Twitter as a forum for data collection because we 

believe that it contains accurate and relevant data for 

disaster relief purposes. Social media data has been 

analyzed in multiple studies so that they can be put to 

good use during disasters in real time[1][2]. Present 

studies use geographical tags from tweets to calculate 

the influence of social media in determining reaction 

of people in disasterstricken areas in order to explore 

relevant reasons. 
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In [3] Beverly used dataset consisting of data 

obtained from tweets during Habagat flooding in 

Manila. They used Naive Bayes and Support Vector 

Machines as classification models Similarly, Guizhe 

[4] used a dataset from Kaggle and developed a 

model which is aware of sentiments contextual model 

named Senti BERT-BiLSTM-CNN. Ak Ningsih [5] 

applied logistic regression on the disaster tweets 

dataset from Kaggle. Kevin Stowe [6] used data in 

the form of tweets related to Hurricane Sandy and 

created an algorithm for classifying the same. 

WinduGata [7] analyzed data from the Indonesia 

earthquake disaster and applied Naive Bayes with 

gini index and using smote upsampling imbalance 

techniques. Study [8] used Logistic Regression for 

detecting tweets that were automatically generated. 

Mozafari et al. [9] used transfer learning paradigm on 

the model to recognize hateful tweets. In order to 

detect sarcasm, Eke et al. [10] used voting 

classification so that it would be helpful in sentiment 

analysis tasks. Algur et al. [11] used classification 

algorithms like Naive Bayes, Logistic Regression, 

J48, Random Forest and SVM on tweets that had 

been converted into vectors with the help of count 

vectorizer and TF-IDF .Rinaldo Turang [12] aims to 

develop a web-based application that can classify 

tweets of netizens into these four categories of topics 

about health, music, sport, and technology using one 

of machine learning methods called Logistic 

Regression. 

 

LanyMaceda [13] earthquake-related tweets collected 

were classified and manually annotated based on the 

four (4) labels identified namely, drill/training, 

earthquake feels, extent of damages, and government 

measures and rehabilitation. Kelvin KiemaKiilu [14] 

study to develop a reliable tool for detection of hate 

tweets. They develops an approach for detecting and  

classifying hateful  speech  that  uses  content  

produced  by  self-identifying hateful  communities  

from  Twitter. K.Ushasree Santoshi [15] discusses 

about the ways to analyze the tweets and classify 

them into spam and ham based on the words involved 

in tweets. deep learning methods to classify and 

detect spam tweets like SVM, clustering methods and 

binary detection models that are used Naïve Bayes 

classifier. Dasari Siva Krishna [16] collected the 

seven natural disaster events from the crisisNLP. 

These datasets are different disaster events which 

contains the people’s opinions on that specific event. 

We preprocess the information which converts the 

tweet information into machine understandable 

vectors. These vectors been processed by the 

different machine learning algorithms. We consider 

the individual performance of each ML algorithm on 

different disaster datasets upon chosen the best five 

algorithms for voting techniques. Anam Yousaf [17] 

uses Seven Machine Learning models which are 

implemented for emotion recognition by classifying 

tweets as happy or unhappy. With an in-depth 

comparative performance analysis, it was observed 

that proposed voting classifier(LR-SGD) with TF-

IDF produces the most optimal result. 

 

III. METHODOLOGY 

 

3.1 Dataset 

The data we were looking for was available on 

Kaggle which was -https://www.kaggle.com/c/nlp-

getting-started. The data is focus on tweets and 

disasters and probably comes with a set of labels 

indicating whether a tweet is a real disaster or not. 

The data set contain different parameters like id, 

keyword, location, text and target. In the text.csv we 

had 7316 tweets in total from which target parameter 

(1 as disaster and 0 as non – disaster) got us that the 

4342 were labelled as disaster tweets and 3271 tweets 

were labelled non disaster tweets. 

 

3.2 Implementation 

Firstly, we started visualizing data before further 

processing. Visualizing data can be a helpful step in 

the data processing and analysis process. It allows us 

to gain insights into the structure and distribution of 

our data, and can help us identify patterns and trends 

that may not be immediately obvious from looking at 

raw data. The ways we use to visualize tweet data, 

depending on the specific characteristics of the data 

is visualizing lengths of the tweets (average of 18 

words), average words lengths of tweets, most 

common stop words in the text data (“the”) and most 

common punctuations in the text data (“ - ”). 

 

 

 

 

 

 

https://ieeexplore.ieee.org/author/37086065091
https://ieeexplore.ieee.org/author/37086312293
https://ieeexplore.ieee.org/author/37088762126
https://ieeexplore.ieee.org/author/37088649176
https://www.kaggle.com/c/nlp-getting-started
https://www.kaggle.com/c/nlp-getting-started
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Fig. 1 –Average word lengths in Tweets  

 

Table 1 – Classification Report of Voting 

Classification 

Data Precision Recall F1 - 

score 

Support 

0 0.80 0.93 0.86 869 

1 0.88 0.68 0.77 654 

Accuracy     

Macro 

Avg 

0.84 0.81 0.81 1523 

Weighted 

Avg 

0.83 0.82 0.82 1523 

 

Table 2– Classification Report of Logistic Regression 

Data Precision Recall F1 - 

score 

Support 

0 0.81 0.88 0.84 869 

1 0.82 0.73 0.77 654 

Accuracy     

Macro 

Avg 

0.82 0.81 0.81 1523 

Weighted 

Avg 

0.82 0.82 0.81 1523 

 

Table 3– Classification Report of Naïve Bayes 

Data Precision Recall F1 - 

score 

Support 

0 0.82 0.85 0.84 869 

1 0.88 0.76 0.78 654 

Accuracy     

Macro 

Avg 

0.81 0.80 0.81 1523 

Weighted 

Avg 

0.81 0.81 0.81 1523 

 

IV. RESULTS 

 

After splitting the data, it was further encode into 

Bags of words, Term Frequency and Inverse 

Document Frequency. The feature set that was 

eventually separately fed into our models gave the 

following results as mentioned by Table 1, 2 and 3. 

As stated in Table 1, we get a validation̉ accuracy of 

81.6%, validation recall of 82.77%, validation̉ 

precision of 81.2% and validation F1 of 81.62%.As 

stated in Table 2, we get a validation̉ accuracy of 

81%, validation recall of 80%, validation̉ precision of 

79.1% and validation F1 of 81.10%. As stated in 

Table 3, we get a validation̉ accuracy of 83.1%, 

validation recall of 82.8%, validation̉ precision of 

84% and validation F1 of 83%. We have considered 

accuracy and recall because we consider these two 

metrics to be relevant to our goal. Recall was used to 

minimize the false negatives corresponding to our 

dataset i.e the number of tweets related to disaster but 

are classified as non-disaster/normal tweets. We have 

received good recall and accuracy with our Voting 

Classification. We get a validation accuracy of 

83.1%, validation̉ recall of 82.8%, validation̉ 

precision of 84% and validation F1 of 83%. Our 

Voting classification has better performance than our 

other models in all the metrics, thereby making it the 

more suitable choice for usage in disaster tweet 

prediction system. 

 

 
Fig. 2 - Comparison of accuracy of the chosen 

models. 

 

CONCLUSION AND FUTURE SCOPE 

 

We believe that predicting tweets as disaster or not 

can help in real time rescue operations during a 

disaster, for fundraising to provide relief to affected 

people during a disaster and can also help in 

reporting of such events. As we can see our Voting 

classification model has higher recall and accuracy 

than logistic regression and Naïve bayes model, 

thereby justifying the preference of Voting 

classification over other for use in a disaster tweets 

prediction algorithm in real-time.  
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The future scope of this paper can be used to 

overcome some limitations. There can be many 

ensembles of algorithms that can be trained on the 

dataset and their predictions can be compared in 

order to create a better disaster predictor. Fornow we 

have chosen to train our Voting Classification model 

on an English dataset but same can be done for 

datasets in which texts are in a different language, but 

we will also need model pre-trained in the required 

language 
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