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Abstract- With the proliferation of digital video 

content and the advancements in video editing tools, 

video forgery has become a critical concern in 

various domains, including journalism, surveillance, 

and legal proceedings. Detecting forged videos is a 

challenging task due to the increasing sophistication 

of forgery techniques. Traditional techniques 

include forensic watermarking, temporal 

inconsistencies analysis, and sensor pattern noise 

analysis. This research paper proposes a novel 

deepfake detection approach combining ResNet-50 

and LSTM networks, a deep learning architecture 

known for its excellent performance in image 

recognition tasks. The proposed method leverages 

the strengths of both spatial and temporal modeling 

to enhance the detection accuracy. The ResNet-50 

model is utilized to extract spatial features from 

individual frames, capturing visual cues and 

inconsistencies introduced by deepfake 

manipulations. The LSTM network is employed to 

model the temporal dependencies between frames, 

enabling the detection of subtle temporal artifacts 

that may indicate the presence of deepfakes. To train 

the model, a large-scale dataset comprising both real 

and deepfake videos is utilized. The dataset is 

carefully curated, ensuring a diverse range of 

deepfake manipulations and real-world scenarios. 

The ResNet-50 backbone is pre-trained on a large 

image dataset, allowing it to learn generic visual 

representations that are then fine-tuned for deepfake 

detection. The LSTM network is trained to capture 

the temporal dynamics and patterns specific to 

deepfake videos. 

 

Indexed Terms- CNN, Deepfake Detection, LSTM, 

ResNet50, Video Forgery Detection 

 

I. INTRODUCTION 

 

Deepfake technology, driven by advancements in 

machine learning and computer vision, has raised 

significant concerns regarding the potential for 

malicious manipulation and dissemination of visual 

media. Deepfakes refer to synthetic videos that 

convincingly depict individuals engaging in actions or 

uttering statements they never actually performed. 

These manipulated videos have the potential to 

deceive viewers and undermine trust in visual content. 

 

The need for effective deepfake detection methods has 

become paramount to mitigate the risks associated 

with this technology. Traditional techniques, relying 

on manual inspection and visual artifacts, are 

inadequate in the face of increasingly sophisticated 

deepfake algorithms. Consequently, researchers have 

turned to advanced machine learning and deep 

learning approaches to develop robust detection 

mechanisms. 

 

This research paper focuses on the detection of 

deepfakes using a combination of ResNet-50 and 

LSTM architectures. ResNet-50, a deep convolutional 

neural network (CNN), excels at capturing spatial 

features and has demonstrated exceptional 

performance in various computer vision tasks. LSTM, 

a recurrent neural network (RNN), is specifically 

designed to model sequential and temporal 

dependencies, making it suitable for analyzing the 

temporal consistency of video sequences. 

 

By combining ResNet-50 and LSTM, this paper aims 

to leverage the complementary strengths of both 

architectures to improve deepfake detection accuracy. 

The ResNet-50 component enables the extraction of 

spatial features from individual frames, effectively 

capturing visual cues and irregularities introduced by 

deepfake manipulations. The LSTM component 

processes the temporal dynamics between frames, 

capturing subtle temporal artifacts that might be 

indicative of deepfakes. 

 

II. METHODOLOGY 

 

1. DATA COLLECTION 

FaceForensics++ 
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FaceForensics++ is a forensics dataset consisting of 

original video sequences that have been manipulated 

with automated face manipulation methods: This 

dataset was developed by the researchers at Technical 

University of Munich. The data has been sourced from 

youtube videos and all videos contain a trackable 

mostly frontal face without occlusions which enables 

automated tampering methods to generate realistic 

forgeries. As we provide binary masks the data can be 

used for image and video classification as well as 

segmentation. The used dataset was downloaded using 

lossless compression rate factor of 23 using the h264 

codec original as well as the altered videos had the 

same compression factor. All these  videos were silent 

videos and had about 300-400 frames on average in 

each video with a duration of about 10 seconds. 

 

 
Fig 1: Stills from videos in the dataset 

FaceForensics++ 

 

• Celeb-DF 

Celeb-DF dataset includes original videos collected 

from YouTube with subjects of different ages, ethnic 

groups and genders, and corresponding DeepFake 

videos.This dataset was made by researchers Yuezun 

Li, Xin Yang, Pu Sun, Honggang Qi and Siwei Lyu 

who wrote a paper titled “Celeb-DF: A Large-scale 

Challenging Dataset for DeepFake Forensics”[7]. 

 

 
Fig 2: Stills from videos in the dataset Celeb-DF 

III. DATA PREPROCESSING 

 

In pre-processing, we perform the following steps on 

the videos present in the database: 

 

1. Frame Extraction: The first step is to extract frames 

from the video. This involves reading the video file 

and extracting individual frames at regular 

intervals. Each frame represents a single image in 

the video sequence. Here, we have chosen the first 

150 frames in each video. 

2. Region of Interest (ROI) Selection: In our case, we 

have chosen ROI as the face present in the video as 

we are detecting only deepfakes where the face has 

been swapped. 

3. Image Enhancement: Enhanced the quality of 

frames by denoising and improving image clarity. 

4. Normalization and Scaling: From the above 

framed new video is created by combining the 

frames. This video is created at 30fps with a 

resolution of 112x112. This helps us in 

normalizing all the videos. 

 

These preprocessing steps help prepare the video data 

for subsequent forgery detection algorithms. By 

extracting relevant features and addressing noise or 

inconsistencies, these steps enhance the accuracy and 

effectiveness of video forgery detection systems. 

 

IV. MODEL 

 

The model architecture for the Deepfake Video 

Detection project uses two main components: an 

LSTM (Long Short-Term Memory) network and 

ResNext. 

 

We used ResNext-50 with 32x4d. ResNext-50(32x4d) 

is a 4 dimensioned model with 32 nodes in each 

dimension and 50 layers. It’s capable of learning 25 x 

106 parameters. After passing through a cooling layer, 

we pass the feature vector to the sequential layer. The 

sequential layer passes the model to the LSTM layer 

with 2048 latent dimension and 2048 hidden layers 

with a chance of  dropout rate of 0.4. The output of 

LSTM is further processed and passed on to an 

adaptive pooling layer which passes it to the softmax 

layer which predicts ‘FAKE’ or ‘REAL’. 
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Multiple frames of videos were taken to train this 

model. 

 

V. RESULT 

 

 
Table 1: Accuracy of different frame model 

 

Model Performance: The model performance 

improves as the number of frames used for prediction 

increases. This is evident from the increasing accuracy 

values associated with the models trained on different 

numbers of frames. The accuracy ranges from 84.21% 

for 10 frames to 93.587% for 100 frames. Increasing 

the number of frames used for prediction allows the 

model to capture more temporal information and better 

understand the video dynamics. This leads to 

improved accuracy in detecting deepfake videos. From 

the given results, it appears that the accuracy continues 

to improve up to 100 frames. This suggests that using 

100 frames per video provides the highest accuracy 

achieved among the tested frame counts (10, 20, 40, 

60, 80, and 100). 

 

Model Selection: Depending on the desired trade-off 

between accuracy and computational efficiency, one 

can choose the appropriate model. If higher accuracy 

is the priority, the model trained with 100 frames 

(model_93_acc_100_frames_final_data.pt) achieves 

the highest accuracy of 93.59%. However, if 

computational efficiency is a concern, models with 

fewer frames could be considered. 

 

Overall, the results suggest that increasing the number 

of frames used for prediction improves the model's 

ability to detect deepfake videos. The optimal frame 

count may vary based on the specific requirements and 

constraints of the application. 

 

CONCLUSION 

 

The project on Deepfake Detection using LSTM and 

ResNext CNN demonstrates the effectiveness of 

combining temporal modeling with spatial feature 

extraction for detecting deepfake videos. The model 

architecture, which includes an LSTM network and a 

ResNext CNN, achieves promising results in accurately 

identifying manipulated videos. The combination of 

LSTM and ResNext CNN leverages the strengths of both 

architectures. The ResNext CNN efficiently extracts 

spatial features from individual frames, while the LSTM 

captures temporal dependencies between frames. This 

comprehensive approach enables the model to identify 

both spatial and temporal inconsistencies introduced by 

deepfake manipulations. 

We also made a website where user can verify their 

videos 

 

 
Fig 3: Video uploading 

 

 
Fig 4: Frames split 

 

 
Fig 5: Face Crop from the extracted frames 
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Fig 6: Video prediction 
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