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Abstract- Data mining is computing process of 

discovering patterns in large data sets involving 

methods at the intersection of data base system. Data 

mining popular problem is High utility item set 

mining (HUI) or more generally utility mining (UI). 

The problem of HUI (High utility item set) is mainly 

introduction to frequently item set. Frequent pattern 

mining is a popular problem in data mining, which 

consists in finding frequent patterns in transaction 

databases. Frequent item set mining works to 

discover item set which are frequently appear in 

transaction database, which can be discover on the 

basis of support and confidence value of different 

itemset. Using frequent itemset mining concept as a 

base, many researchers have also proposed different 

new concept on utility-based mining of itemset. This 

paper presents a comprehensive systematic literature 

review of present techniques used for mining high 

utility item sets from huge data set. 

 

Indexed Terms- Data Mining, KDD Process, 

Minimum Utility, High Utility Mining, Minimum 

Utility. 

 

I. INTRODUCTION 

 

Data mining [1] has become an essential technology 

for businesses and researchers in many fields, the 

number and variety of applications has been growing 

gradually for several years and it is predicted that it 

will carry on to grow. A number of the business areas 

with an early embracing of DM into their processes are 

banking, insurance, retail and telecom. More lately it 

has been implemented in pharmaceutics, health, 

government and all sorts of e-businesses. 

 

There is a huge amount of data available in the 

Information Industry [2]. This data is of no use until it 

is converted into useful information. It is necessary to 

analyze this huge amount of data and extract useful 

information from it. Data mining also involves other 

processes such as Data Cleaning, Data Integration, 

Data Transformation, Data Mining, Pattern Evaluation 

and Data Presentation. Once all these processes are 

over, we would be able to use this information in many 

applications such as Fraud Detection, Market 

Analysis, Production. The overall goal of data mining 

process is extract information from data set and 

transforms it into understanding structure for further 

use. 

 

Frequent itemset mining [3][4] and high utility itemset 

mining, these two concepts used here. Frequent pattern 

mining is a popular problem in data mining, which 

consists in finding frequent patterns in transaction 

databases. The goal of frequent itemset mining is to 

find frequent itemsets. . In frequent itemset mining, 

there is a well-known property of the frequency 

(support) of itemsets that states that given an itemset, 

all its supersets must have a support that is lower or 

equal.  Many popular algorithms have been proposed 

for this problem such as Apriori, FP Growth. These 

algorithms takes as input a transaction database and a 

parameter “minsup” called the minimum support 

threshold. This algorithm is very powerful to prune the 

search space because if an itemset is infrequent then 

we know that all its supersets are also infrequent. In 

high utility itemset mining there is no such property 

but it has some important limitations. To address these 

limitations, the problem of frequent itemset mining 

has been redefined as the problem of high-utility 

itemset mining. It cannot satisfy the requirement of 

users who desire to discover item sets with high 

utilities such as high profits. The problem of high-

utility itemset mining [5]  is to find the itemsets (group 

of items) that generate a high profit in a database, 

when they are sold together.  The user has to provide 

a value for a threshold called “min_util” (the minimum 
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utility threshold).  An item set is called high utility 

item set (HUI) if its utility is no less than a user-

specified minimum utility threshold min_util. High 

utility itemsets (HUIs) mining is an emerging topic in 

data mining.  

 

II. LITERATURE REVIEW 

 

[6]Alva Erwin, Raj P. Gopalan, and N. R. Achuthan, 

proposed CTU-PROL algorithm for efficient mining 

of high utility itemsets from large datasets[6]. This 

algorithm finds the large TWU items in the transaction 

database. If data sets is too large to be held in main 

memory, the algorithm creates subdivisions using 

parallel projections and for each subdivision, a 

Compressed Utility Pattern Tree (CUP-Tree) is used 

to mine the complete set of high utility itemsets. If the 

dataset is small, it creates a single CUP-Tree for 

mining high utility itemsets. 

 

[7]Shankar S., Purusothaman T., Jayanthi, S., 

suggested a novel algorithm for mining high utility 

itemsets[7]. This fast utility mining (FUM) algorithm 

finds all high utility itemsets within the given utility 

constraint threshold. The proposed FUM algorithm 

scales well as the size of the transaction database 

increases with regard to the number of distinct items 

available. 

 

[8]R. Chan, Q. Yang, and Y. Shen, suggested mining 

high utility itemsets[8]. They proposed a novel idea of 

top-K objective-directed data mining algorithm, which 

mines the top-K high utility closed patterns that 

directly support a given business objective. To 

association mining, they add the concept of utility to 

capture highly desirable statistical patterns and present 

a levelwise itemset mining algorithm. They develop a 

new pruning strategy based on utilities that allow 

pruning of low utility itemsets to be done by means of 

a weaker but antimonotonic condition. 

 

[9]Ramaraju C., Savarimuthu N., proposed a 

conditional tree based novel algorithm for high utility 

itemset mining[9]. A novel conditional high utility tree 

(CHUT) compress the transactional databases in two 

stages to reduce search space and a new algorithm 

called HU-Mine is proposed to mine complete set of 

high utility item sets. 

[10]Y. Liu, W. Liao, and A. Choudhary, proposed a 

fast high utility itemsets mining algorithm [10]. They 

are present a Two-Phase algorithm to efficiently prune 

down the number of candidates and can precisely 

obtain the complete set of high utility itemsets. First 

phase proposes a model that applies the “transaction-

weighted downward closure property” on the search 

space to expedite the identification of candidates. 

Second phase performs one extra database scan to 

identify the high utility itemsets. 

 

[11]Adinarayanareddy B., O. Srinivasa Rao, MHM 

Krishna Prasad, suggested improved UP-Growth high 

utility itemset mining[11]. The compact tree structure, 

Utility Pattern Tree i.e. UP-Tree, maintains the 

information of transactions and itemsets and avoid 

scanning original database repeatedly. UP-Tree scans 

database only twice to obtain candidate items and 

manage them in an efficient data structured way. 

Applying this UP-Tree to the UP-Growth algorithm 

takes more execution time for Phase II. Hence they 

presents modified algorithm aiming to reduce the 

execution time by effectively identifying high utility 

itemsets. 

 

[12]Adinarayanareddy B., O. Srinivasa Rao, MHM 

Krishna Prasad, suggested improved UP-Growth high 

utility itemset mining[12]. The compact tree structure, 

Utility Pattern Tree i.e. UP-Tree, maintains the 

information of transactions and itemsets and avoid 

scanning original database repeatedly. UP-Tree scans 

database only twice to obtain candidate items and 

manage them in an efficient data structured way. 

Applying this UP-Tree to the UP-Growth algorithm 

takes more execution time for Phase II. Hence they 

presents modified algorithm aiming to reduce the 

execution time by effectively identifying high utility 

itemsets. 

 

[13] Efficient discovery of frequent itemsets in large 

datasets is a crucial task of data mining. In recent 

years, several approaches have been proposed for 

generating high utility patterns, they arise the 

problems of producing a large number of candidate 

itemsets for high utility itemsets and probably 

degrades mining performance in terms of speed and 

space. Recently proposed compact tree structure, viz. 

, UP-Tree, maintains the information of transactions 

and itemsets, facilitate the mining performance and 
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avoid scanning original database repeatedly. In this 

paper, UP-Tree (Utility Pattern Tree) is adopted, 

which scans database only twice to obtain candidate 

items and manage them in an efficient data structured 

way. Applying UP-Tree to the UP-Growth takes more 

execution time for Phase II. Hence this paper presents 

modified algorithm aiming to reduce the execution 

time by effectively identifying high utility 

itemsets[13] 

 

[14] Agarwal et al developed an algorithm for mining 

association rules between sets of items in large 

databases. Association rule mining are if/then 

statements that helps to uncover relationships between 

seemingly unrelated data in a [14] relational database 

or other information repository. Apriori Association 

rule mining technique uses a two step process. The 

first step is to identify all the frequent itemsets based 

on the support count value of the itemsets. It uses the 

download closure property of itemsets to remove the 

infrequent itemsets. The second step is the generation 

of association rules from the frequent itemsets using 

the support and confidence . 

 

CONCLUSION 

 

High utility frequent pattern mining has a wide range 

of real world applications. That’s why it is one of the 

most favorite topic of research. Utility mining helps 

in mining of items which are worthy. This paper 

presented a systematic literature survey of present 

high utility frequent pattern mining algorithms. This 

paper also elaborated the notion of high utility mining 

in lucrative manner. It is found that although a lot of 

work is going on in the field of high utility mining but 

still there is enough scope to improve the 

performance. 
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