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Abstract- Analysis of electronic health records, 

often known as EHR analysis, is a technique that 

is gaining popularity and is being used 

increasingly frequently to do research on patient 

data from the real world. When compared to other 

approaches to study, the use of data that is 

routinely obtained offers a variety of advantages, 

such as fewer "administrative costs, the 

opportunity to update studies when new patterns of 

behavior emerge, and larger sample sizes. EHR 

analysis comes with its own distinct set of 

methodological challenges as a result of the fact 

that the data in question were not collected with the 

goal of doing research. In this Viewpoint, we 

elaborate on the necessity of having an in-depth 

grasp of clinical procedures and outline six 

potential pitfalls that should be avoided while 

working with EHR data. Both of these topics are 

covered in the context of dealing with electronic 

health record data. In order to do this, we rely on 

examples from the research that has already been 

conducted in addition to our own personal 

experiences. We provide solutions that may be used 

to avoid or lessen the impact of each of these six 

concerns, which are as follows: subjective 

treatment allocation, sample selection bias, 

imprecise variable definitions, restrictions to 

deployment, variable measurement frequency, and 

model over fitting. In conclusion, we have great 

expectations that this Viewpoint will serve as a 

roadmap for researchers to follow in order to 

further increase the methodological rigour of EHR 

analysis. This optimism is based on the fact that we 

have high hopes that this Viewpoint will serve as a 

roadmap. 
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I. INTRODUCTION 

 

Electronic health records, more often referred to as 

EHRs, are rapidly being utilised to conduct out 

population health surveys, construct categorization 

and prediction models for decision support, 

determine which treatment techniques are the most 

successful, and even duplicate randomised clinical 

trials. Other common abbreviations for EHRs are 

EMRs and EHRs. The use of data that has already 

been gathered is the primary benefit of EHR analysis 

when contrasted with the use of other "data sources 

and research methods," such as cohort studies or 

randomised controlled trials. This is the most 

significant advantage of using EHR analysis. Due to 

the presence of this benefit, it is preferable to the 

utilisation of several other data sources and research 

methodologies.[1,2] This helps to reduce the 

quantity of administrative work that is required, as 

well as the costs and the possibility of bias in the 

process of selecting samples. Electronic health 

records, often known as EHRs, are less likely to be 

affected by inclusion bias than randomised 

controlled trials are. This is due to the fact that EHRs 

are more representative of the overall population 

that is being targeted. This is as a result of the fact 

that data are collected from any and all persons who 

interact with health care in any capacity. As time 

goes on, electronic health records, often known as 

EHRs, will be able to combine more specific data 

from patients and will provide access to datasets 

with increasing quantities. This is especially true in 

situations when the EHR study in issue comprises 

large integrated health-care systems or a network of 

health-care providers that make use of information 

systems that are interoperable. Despite the fact that 

there are still significant epidemiological 

consequences, such as those that are discussed in 

this Viewpoint, electronic health records (EHRs) 

provide increasingly complete data from 

patients.[3,4] At the end of the day, having a sample 

size that is sufficient enough might give enhanced 
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"statistical power to carry out subgroup analyses and 

reduce the chance of generating type II errors."[5] 

 

• Importance of methodological  

The complexity of the data included in EHRs can 

frequently result in methodological issues, which 

can restrict both the application and validity of the 

findings from research conducted using EHRs. Even 

while the examination of EHR data may offer 

fruitful research opportunities, the practical 

implementation and scientific credibility of the 

resulting conclusions are occasionally impeded by a 

number of factors.[6] To begin, the potential for 

variance in the method of data gathering utilised for 

EHRs is significantly higher compared to that which 

is utilised for clinical archives and clinical trials.[7] 

This is due to the fact that the process of evaluating 

numerous variables makes use of a diverse range of 

technologies and sample frequencies, which in turn 

increases the possibility that variation will occur. 

Second, because the vast majority of EHR data 

studies are carried out using a retrospective 

methodology, the cohorts, exposures, and outcomes 

are all characterised using language that focuses on 

the past.[8,9] This is due to the fact that the vast 

majority of EHR data is archived in a retroactive 

fashion. This retrospective technique makes it 

possible to modify such criteria in light of the results 

of the analysis, which might lead to findings that can 

be interpreted in a way that is unsuitable as a 

consequence of the testing of a large number of 

hypotheses without the necessary statistical 

adjustment. [10] In other words, the findings might 

be misinterpreted as a result of the testing of the 

hypotheses.[11] Not to mention the fact that clinical 

practise patterns not only have a considerable 

influence on the sort of data that is gathered and the 

quality of that data, but also on the patients who are 

selected to participate in the research.[12,13] These 

patterns add biases into the process of selecting 

samples, which leads to the formation of misleading 

linkages between variables. It is vital to keep in 

mind that the data gathered through electronic health 

records are not collected with the primary goal of 

undertaking research.[14] This is something that 

must be kept in mind at all times. Instead, they serve 

the aim of maintaining all of the information about 

patients that is gathered during clinical treatment, or 

in other cases, they play a role in administration such 

as invoicing. In addition, they are responsible for the 

safekeeping of patient records.[15] These two roles 

are equally essential to the whole. Because of this, 

the evaluation of the information that is included in 

EHRs should never be carried out on one's own 

without the support of investigators who have a 

degree of knowledge that is comparable to that of an 

authority on the subject matter that is being studied. 

This degree of competence need to include 

everything, from the procedures that go into giving 

therapy to the processing of data, among other 

things.[16,17] 

 

• Goals of this Viewpoint" 

In the past twenty years, with the ever-increasing use 

of electronic health record (EHR) data, previous 

investigations and our research have observed that 

issues arising during clinical care (for example, 

people from minority ethnic groups seeking health 

care less frequently) are also reflected in the EHR 

data, thus introducing bias in EHR studies. This bias 

can be traced back to the fact that people from 

minority ethnic groups seek health care less 

frequently.[18] This discrimination may be traced 

back to the fact that persons who belong to ethnic 

groups that are underrepresented in the majority are 

more likely to seek medical attention than those who 

belong to ethnic groups that are underrepresented in 

the minority.[19] In the corpus of research that 

already exists, there does not seem to be an 

integrated and comprehensive evaluation of the 

ways in which clinical processes and information 

system design effect EHR data analysis, in our view. 

This is something that we believe needs to be 

addressed. In this Viewpoint, we elaborate on these 

ideas by combining important clinical concerns with 

machine learning, epidemiological, and statistical 

factors.[20] We do this by conducting an analysis of 

the relevant literature and presenting a number of 

case stories.[21] There are still others that are 

necessary for any sort of EHR study, despite the fact 

that the bulk of the risks that we provide are largely 

important to models that are based on machine 

learning. In this Viewpoint, we adopt a mixed 

approach, based both on the assessment of experts 

and on a study of the relevant literature, to identify 

six common clinical and methodological 

blunders.[22] These mistakes include both clinical 

and methodological errors.[23,24] Our literature 

review as well as the references of the publications 

that were discovered were compared to one another 

in order to check that we had not overlooked any 

relevant studies. "The authors (CMS, SLH, and 

LAC) were the ones who made the choice of which 

papers to include in their review. We believe that by 
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explaining these six pitfalls of critical importance, 

we will be able to point researchers in the direction 

of avoiding making the same errors in future studies, 

and we hope that the solutions that we propose will 

enhance the scientific robustness of descriptive and 

predictive models that incorporate EHR data.[25] 

Even though some of the points that we present here 

are elaborations or expansions of essential ideas that 

have already been published in reporting 

recommendations such as the Strengthening the 

Reporting of Observational studies in Epidemiology 

checklist, we also discuss additional dangers and 

concepts" that it is essential to keep in mind. In 

addition, the provision of solutions that are capable 

of being implemented is an additional part of this 

Viewpoint that adds to the total value of the 

proposition.[26,27] 

 

• Pitfalls and solutions 

It is possible to make the case that the vast majority 

of mistakes are not made on purpose or as a result of 

laziness, but rather because the individual who 

makes them is unaware of the knowledge gaps in 

their own understanding. When trying to develop 

more sophisticated statistical models, it is vital to 

have an in-depth understanding of how data are 

gathered and choices are made. [28] This is 

particularly true when trying to construct more 

complex statistical models.[29] For instance, it is of 

the utmost importance to be aware of the patients 

who are admitted to a hospital or an intensive care 

unit (ICU), the process by which choices about 

treatment are made, and the appropriate time for 

patients to be released from an ICU or from 

hospital.[30] In spite of the fact that non-medical 

researchers may be able to gain some insights into 

these processes by reading about them in the media 

or by looking them up on the internet, we strongly 

advise including doctors, nurses, or any other 

relevant health-care practitioners in the research 

project at every stage of its development. In addition 

to this, it is important to note that non-medical 

researchers may be able to gain some insights into 

these processes by reading about them in the media 

or by looking them up on the internet.[31] Because 

the influence of hospital-specific practises was not 

taken into account in a number of the earlier study, 

this oversight ultimately led to issues with the 

external validity of the studies, and in some 

instances, with the internal validity of the studies as 

well. in addition to the need that the influence of 

domain knowledge on the policy of local health-care 

unit research be recognised in EHR 

research.[32,33]Protocols that are adhered to in 

hospitals may decide which data are collected, when 

they are collected, and how they are collected. 

Additionally, these protocols may also influence 

whether or not certain data are obtained. For 

instance, in order for the electronic health record 

(EHR) to provide an odd blood test result, the patient 

must have previously had a blood test.[34] 

Therefore, the identification of people with aberrant 

results can be related with both local processes and 

different testing frequencies for distinct patient 

groups. This is because of the fact that the testing 

frequencies might vary. [35] However, despite the 

fact that this issue of missing data is extremely 

common in research, it is often ignored. This results 

in bias in the selection of samples, which is very 

seldom adjusted for. The criteria that must be met in 

order for a patient to be admitted to an intensive care 

unit (ICU) will have an effect on the findings of any 

research that involves the analysis of EHR data 

obtained from patients treated in an ICU. These 

criteria are different from one intensive care unit 

(ICU) to the next, and they may even shift based on 

the circumstances within a single institution.[36] 

During the COVID-19 pandemic, these changing 

circumstances were easily evident when the number 

of patients who required critical care unit beds 

exceeded the available beds in the hospitals. This 

caused a shortage of beds. When a patient is ready 

for departure from the hospital (selective censoring), 

for instance, "or when a patient should be readmitted 

from the ward to the critical care unit, are both 

instances of clinical decisions that are sensitive to 

the subjectivity of the health care practitioners who 

are making them.[37,38] In the majority of these 

instances, the decisions about triage and other topics 

could be impacted in some way by elements of the 

healthcare practitioners themselves, such as their 

clinical experience and cultural differences, as well 

as by current events in general, such as the 

pandemic. We strongly advise doing regular reviews 

of the design choices and research assumptions with 

physicians or other health-care professionals who 

are familiar with the local practises in the area. 

Because of this, you will be able to find a solution to 

the problems that were brought up before. In 

addition, studies that attempt to explore or predict 

outcomes that occur from treatment decisions (for 

example, which patients should be administered 

renal replacement therapy) should have causal 

inference frameworks[39]. These frameworks help 
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researchers determine which patients should be 

treated with renal replacement therapy and how 

often. It is possible that these frameworks will assist 

decide which individuals need to have renal 

replacement therapy delivered to them. We have 

provided an overview of the many solutions that are 

conceivable, as well as a list of the probable 

difficulties that may occur in the future (figure). The 

dangers are structured in a way that corresponds to 

the stage of the analysis in which they are most 

likely to occur. This ensures that the information is 

easy to find and understand".[40] 

 

• Sample Selection Bias 

The step of data analysis known as "building 

cohorts" is a challenging one since it requires 

converting a large number of case descriptions into 

specific data criteria. As a direct consequence of 

this, this stage is very challenging.[41] The capacity 

of the researchers to precisely interpret and translate 

these definitions, as well as "the quality of the 

definition that was used in the literature to correctly 

identify instances, are both variables that have an 

impact on the composition of the cohort. 

Importantly, sample selection bias may occur if 

these case criteria are either too strict, which may 

result in the exclusion of a subgroup, or overly wide, 

which may result in an increase in the number of 

patients who have been mistakenly identified as 

being part of the cohort.[42] Both of these scenarios 

may lead to the same end result: an increase in the 

number of patients who" have been misclassified as 

being a member of the cohort. Studies that used 

different methods to identify patients with sepsis are 

a prominent example of definitions that are too 

general.[43] These studies include "the quick 

Sequential Organ Failure Assessment (qSOFA) 

score, codes proposed by Martin and colleagues32 

(also known as the Martin methodology)", codes 

proposed by Angus and van der Poll33 (also known 

as the Angus methodology), and the systemic 

inflammatory response syndrome score. In spite of 

the fact that it has been shown that these strategies 

may be useful as proxies for sepsis, the specificity 

of such approaches is missing. In the meanwhile, it 

has been shown on several times that the capacity to 

recognise individuals with sepsis in a range of 

contexts is varied and somewhat discriminatory.[44] 

This is the case even though sepsis is a rather 

common condition. This is shown by areas under the 

receiver operating characteristic curve (AUROC) 

values for qSOFA scores of 2 or above that lie 

between 0.6 and 0.8.38–40 In addition to this, the 

nature of the sickness itself creates the likelihood of 

inaccurate classification being applied to the 

patient.[45] When adopting the gold-standard 

criterion for sepsis, which is 3.41, this is one 

illustration of this phenomenon. However, the use of 

"more inclusive definitions of what constitutes a 

suspected infection rather than restrictive ones (for 

example, whether a positive nitrite urine test is 

sufficient or whether other signs of tissue invasion 

also need to be present) could significantly affect 

both the size of the cohort and the performance of 

the model". A positive nitrite urine test is one of the 

most important components of the Sepsis-3 

definition.[46] When carrying out research, it is 

essential to take into consideration essential criteria 

such as cohort definitions and external validation. 

The poor performance of the Epic Sepsis Model 

serves as an illustration of why this is the case. It is 

important to note that even when algorithms are 

used to identify illnesses like sepsis, retrospective 

examinations of people who are presumed to have 

sepsis may indicate significant 

misclassification.[47] This is something that has to 

be taken into account, so keep that in mind. A further 

example of the use of criteria that are overly general 

may be found in the field of mortality prediction. It 

has been shown that the produced cohorts that are 

used in the different research projects are 

comparable to one another in terms of their 

characteristics. 

 
Figure: 1 In studies that use electronic health 

records, there are often occurring clinical and 

methodological difficulties, as well as possible 

remedies.[48] 

 

variable, despite the fact that all of the studies used 

the exact "same dataset (Medical Information Mart 

for Intensive Care III) and investigated the 

performance of the exact same model (i.e., mortality 
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prediction). This was the case even though all of the 

publications were published in the same 

year.[49]Age limits (for instance, excluding people 

younger than 18 years of age), the exclusion of 

individuals who had numerous stays in the 

intensive" care unit, or the necessity of certain 

measures, such as those of infection indicators, were 

some of the factors that contributed to the diversity 

of the inclusion and exclusion criteria. Other factors 

that contributed to this diversity included the 

necessity of certain measures, such as those of 

infection indicators. We strongly suggest that you 

always make use of the definitions that have been 

thoroughly reviewed; nevertheless, you should bear 

in mind that even these definitions are prone to 

mistake and are not cast in stone.[50] The examples 

that were shown before provided the foundation for 

this advice. In addition, if the performance of the 

model is supplied, it need to be compared with the 

algorithms that are now in use, regardless of whether 

such algorithms are based on the opinions of 

specialists or on machine learning. In the event that 

comparisons are made using algorithms that are 

derived from machine learning, it is essential that 

differences in terminology be researched. We 

recommend addressing any possible limits, 

emphasising any potential implications on the 

robustness of the findings, and giving a clear 

explanation of the criteria that were utilised for the 

selection of cohorts. We also advocate addressing 

any potential implications on the robustness of the 

results. In the event that there are no criteria that are 

universally acknowledged as the benchmark, we 

suggest doing a sensitivity analysis in order to 

ascertain which approach is most effective in 

locating the population that is the subject of the 

investigation.[51,52] 

 

• Imprecise Variable Definitions 

After the building of the cohort, the next key pitfall 

to look out for is the definition of the variables 

incorrectly. The degree to which the definitions are 

sensitive and particular has a significant bearing on 

whether or not the analyses correctly depict how 

things are done in the actual world. Because of the 

impact of this factor, definitions need to be subjected 

to a close and careful analysis. This is also true when 

forming cohorts.[53] In addition, it is essential to 

have a clear understanding of the difference between 

the data that is being collected for the purposes of 

billing and the data that is being recorded for 

therapeutic treatment purposes. For instance, it is 

feasible that the procedure codes may not cover all 

of the available procedures; rather, they may just 

include those that can be invoiced. Before settling 

on a choice about the outcome measure, it is 

essential to take into account both the 

epidemiological ramifications and the clinical 

context of the study. An example that comes up 

rather often is the conundrum of whether or not to 

use in-hospital events (like hospital mortality), as 

opposed to a fixed time point (like 28-day 

mortality), as a measure of patient outcomes. When 

investigating the consequences of direct hospital 

treatments, it is customary to focus on events that 

take place within the hospital.[54] An effect that 

should be examined using in hospital events is the 

influence of using prophylactic heparin on the 

incidence of venous thromboembolism in patients 

being treated in hospitals. This is only one example 

of an effect that should be studied using inhospital 

events. On the other hand, if you are interested in the 

incidence of postsurgical thrombosis, you should 

choose a predetermined time period as your starting 

point for the study. This is due to the fact that the 

length of stay a patient has in the hospital is related 

to the likelihood that they may develop thrombosis 

during their stay.  In general, we recommend 

consulting the expertise of a group of experts from a 

variety of fields in order to get advice on definitions. 

Patients should be included on this team in addition 

to specialists who are knowledgeable in relevant 

topic areas. Examples of such experts are medical 

professionals, epidemiologists, statisticians, and 

social scientists. 

 

• Limits To Deployment 

The fact that the data that is available in EHRs is 

unable to be simply turned into clinical practise 

offers a substantial impediment for the 

implementation and deployment in the actual world 

of machine learning or other prediction models that 

were generated from EHR research. This issue arises 

whenever the data format of EHRs deviates from the 

practise that takes place in the real world, as well as 

if there is a lack of time-stamped results. Time-

stamped data, for instance, may be judged to be 

available at the moment of measurement and then 

reviewed as if it had been gathered at that point in 

time during a retrospective analysis. This evaluation 

may be performed as if the data had been obtained 

at that point in time. On the other hand, it's likely 

that doctors and other people who make decisions 

won't really have access to this data at the time that 
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was first expected. This sort of disparity may appear, 

for example, when the findings "of blood tests or 

blood cultures are used.[55] This is because the 

results may be included in the analysis with the 

timestamp of the registration of the blood draw 

rather than the time at which they were made 

available to the doctors. A further illustration of this 

would be the exclusion of patients who have very 

long hospital stays since this information is not 

available early on in the course of the patient's 

hospital stay (which is when the bulk of algorithms 

are used). In addition, International Classification of 

Diseases codes 55 are not often allocated to patients 

until after they have been released from the hospital 

or have gone away, and the time stamps that are 

connected with the occurrence of these codes might 

vary. Because of this variation in timing, the use of 

these codes is not something that would be suitable 

for models that utilise hospital admission as their 

baseline. The performance of the model may be 

overstated in many of the aforementioned situations, 

and it may not be possible to reproduce its results in 

applications that take place in the real world. The 

appearance of training data in the test datasets is a 

separate but related issue, which is connected to the 

leaking of data, which is a distinct but related one. 

This is a different issue, yet there is a connection 

between both. This leakage may often take place if 

repeated admissions from the same patients are 

used, or if the timeseries data from a single patient 

are not restricted to either the training set or the test 

set, but instead appear in both. Alternatively, this 

leakage can take place if repeated admissions from 

the same patients are used. There is a serious flaw in 

the methodology that is referred to as leakage of data 

and it has the potential to result in an inaccurately 

high estimate of the performance of the model. As a 

direct result of this, the performance of the model as 

well as its utility in the application of clinical 

research are both diminished. The challenges that 

are associated with deployment may be avoided by 

first acquiring an understanding of when data will 

become accessible in real time, and then selecting 

features based on the data that will be made 

available to physicians. This will allow for the 

deployment process to go more smoothly. In 

addition, data from time series as well as data from 

a large number of admissions to an institution such 

as a hospital or intensive care unit should be 

randomly assigned to either the training dataset or 

the test dataset. Because of this, there will be no 

leakage of patient data from the training dataset into 

the test dataset". 

 

• variable measuring frequency 

The natural link that exists between the frequency of 

measurements and the severity of the illness is 

another issue that is often neglected, despite the fact 

that it is unavoidably there. When a patient's health 

is considered to be unstable, practitioners may 

typically issue orders for more laboratory tests or 

analyse records of vital sign readings on a more 

regular basis. It is essential that, regardless of 

whether one is creating predictive or descriptive 

models, the link that exists between the frequency of 

measurements and the severity of the disease be 

taken into consideration. For example, if patients 

who had a substantial proportion of missing (that is, 

not executed) data were deleted from the study, this 

may have an effect on the validity of the model. 

Patients who had a significant percentage of missing 

(that is, not executed) data were omitted from the 

research. This exclusion often results in a biassed 

model, which, in the same way as sample selection 

bias (trap 1) has the ability to overstate the 

seriousness of the condition, it also has the potential 

to be misleading. It is vital to keep in mind that 

imputation, in which the values of the cohort's mean 

or median are used, is not a technique that may be 

used to compensate for missing data. This is because 

the frequency of taking measurements is not a 

completely arbitrary occurrence. This example 

highlights how data that are regularly obtained 

implicitly reflect the judgements of the doctors and 

how there may be a significant degree of diversity 

amongst the various providers of medical care. If 

there is a substantial amount of variation in clinical 

practises and if the behaviour of doctors were to 

change at some time in the future, a model that was 

trained on these kinds of data may be more likely to 

have poor performance. "As a consequence of this, 

we recommend involving statisticians in order to 

discuss appropriate epidemiological (for example, 

weighting) or statistical strategies (for example, 

multiple imputation, or removal of highly unreliable 

variables entirely), and we also recommend 

involving clinicians in order to identify 

circumstances in which variable measurement 

frequency could result in a biassed analysis. This is 

due to the fact that we advocate for incorporating 

doctors in the process of determining the conditions 

under which varied measurement frequency may 

lead to an incorrect interpretation of the data". 
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There is a large amount of subjectivity involved in 

the therapy assigning process 

 

In most instances, the goal of research using causal 

inference is to make an informed prediction as to the 

unobserved, counterfactual treatment outcome, 

which then makes it possible to evaluate the impacts 

of the treatment. In order to quantify these 

consequences, it is required to first identify and then 

take into consideration all of the variables that are 

associated with the treatment allocation. Only then 

can these impacts be quantified. It has been shown 

that this approach can function in the same way as 

randomised controlled clinical trials (RCTs), but 

despite the fact that it may provide certain 

advantages, it is not without limitations. Studies that 

utilise causal inference begin with the supposition 

that every factor that has a role in treatment 

allocation is really observed. This is the starting 

point for these types of investigations. However, 

previous research has shown that the allocation of 

treatment can be affected by "both differences in 

interphysician decision making (i.e., different 

physicians prescribing different treatments in the 

same clinical setting) and differences in 

intraphysician decision making (i.e., bias on 

patient's socioeconomic factors, such as race and 

ethnicity). In other words, different physicians can 

prescribe different treatments in the same clinical 

setting". When conducting studies that are based on 

EHRs, researchers should employ causal 

frameworks whenever it is practical to do so in order 

to minimise introducing bias due to confounding 

variables. This is because causal frameworks allow 

for more accurate interpretation of results. Before 

initiating exploratory studies, it is strongly advised 

that causal diagrams be developed to illustrate the 

team's knowledge of the process by which the data 

were produced (for instance, by making use of 

directed acyclic networks). This may be done before 

moving on to the actual exploratory analyses. These 

diagrams might be helpful in identifying any 

missing confounding factors or other crucial 

components that need to be taken into consideration 

over the course of the investigation. Even though 

controlling for confounders is a crucial part of 

replicating randomization, electronic health records 

(EHRs) often fail to capture important clinical 

indicators or socioeconomic determinants of health. 

This is despite the fact that mimicking 

randomization is a core component of research. In 

light of the circumstances presented above, we 

highly recommend giving serious thought to the 

question of whether or not it is even conceivable to 

carry out a study involving causal inference. "When 

in doubt, sensitivity studies should be undertaken to 

investigate the potential effect of unmeasured 

confounders based on data from earlier research. 

These analyses should be performed to analyse the 

possible influence of unmeasured confounders". 

 

• Model Over fitting And Decreased Capacity To 

Generalise Results 

There is a possibility that the results cannot be 

generalized beyond the data source from which they 

were produced because of the existence of 

significant disparities across the various institutions 

and regions. It is essential to keep in mind that not 

all research and models need to be generalizable 

since there is a possibility of model over fitting 

happening. Therefore, it is necessary to inquire of 

researchers the answer to the issue of whether or 

whether the treatments or results of interest are 

impacted by local practicing patterns. For instance, 

if researchers working inside of a hospital wanted to 

determine how the handoff of a patient from one 

service to another influences clinical outcomes, the 

best performing model could be constructed without 

attaching an excessive amount of emphasis to issues 

resulting from inadequate generalisability. This 

would allow for the model to have the most 

predictive power. If, on the other hand, the objective 

is to solve this problem outside of the limits of a 

particular institution, then it is necessary to conduct 

external validation using a separate cohort. In 

addition, changes in the frequency of important 

factors or the absence of these variables should be 

highlighted across clinical settings and correctly 

accounted for whenever it is possible to do so.[56] 

The issue of external validity is not a yes-or-no 

statement; rather, it is concerned with establishing 

which specific clinical settings the analysis is 

appropriate to. This is not a simple yes-or-no 

argument. When trying to derive the generalizability 

of models, a causal diagram may be of aid since it 

makes it evident which correlations in the data are 

most likely to differ depending on the organisation 

or the region. Additionally, for the purpose of 

evaluating the performance of the model, acceptable 

performance measures that are not affected by class 

imbalance should be applied. When there is an 

"imbalance in the frequency of a feature or outcome 

of interest, such as when there is a very low hospital 

death rate for certain medical conditions, it is 
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recommended to avoid using metrics that are prone 

to class imbalance as performance measures for the 

model". One example of this would be when there is 

a very low hospital mortality rate for certain medical 

diseases. Accuracy is a good illustration of this 

concept. In addition, reporting just aggregate 

measures of discrimination (such as AUROC) might 

mask a lower therapeutic usefulness since, for 

instance, the sensitivity or specificity may not be 

high enough. It's likely that utilising measurements 

that are based on a single operating point, like the F1 

score, which is aimed to strike a balance between 

accuracy and recall, would be more informative than 

using measures that are based on many operating 

points. In the end, the assessment of the model has 

to be modified in accordance with the use scenario 

for which the system was developed (for instance, 

screening as opposed to therapeutic guidance). 

 

CONCLUSION 

 

We discovered six prevalent methodological and 

clinical difficulties that affect the robustness, 

validity, and reproducibility of research that makes 

use of electronic health record data (EHR data). The 

most significant challenges consist of a biassed 

sample selection, imprecise variable definitions, 

deployment limits, a lack of adjustment for the 

relationship between frequency of measurements 

and severity of sickness, subjective treatment 

allocation, and limited generalisability of findings. 

These challenges were encountered because the 

sample selection process was biassed. Because of all 

of these different factors, it is challenging to 

generalise the results. Although this list is not 

exhaustive and the possible solutions to these 

worries do not apply in every circumstance, we have 

penned this Viewpoint in the hopes that it will bring 

attention to a number of critical risks associated with 

EHR data and encourage researchers to take them 

into consideration when working with EHR-based 

research". 
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