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Abstract- Generative AI continues to grow in its 

ability to generate content that is largely accurate 

and believable. While these capabilities have their 

clear benefits and advantages there are also growing 

concerns on the increase in its misuse in many 

contexts. A key worrying trend in these misuse 

scenarios is the lack of a critical evaluation of 

Generative AI content with some users using it ‘as is’ 

without giving much thought to its accuracy, logic, 

practicality, completeness and ethical soundness. 

This study examined the relationship between 

Generative AI and the development of critical 

thinking. This work established that Generative AI 

can be both a danger as well as an enabler of critical 

thinking. It also established that Critical Thinking is 

required for the development and user of Generative 

AI. It further established that Critical Thinking skills 

can be developed using Generative AI through 

systematic and in-depth questioning of the outputs of 

the tools in use. The idea of questioning is premised 

on the knowledge and acceptance that GenAI outputs 

are prone to inaccuracy, hallucinations and bias 

among other challenges that make them unsuitable 

for acceptance without questioning. 

 

Indexed Terms- Generative AI, Critical Thinking, 

Foundation Models, Hallucination, Bias, 

Questioning, Evaluation 

 

I. CRITICAL AND NON-CRITICAL 

THINKING 

 

Critical thinking is a kind of thinking in which one 

questions, analyses, interprets, evaluates and makes a 

judgment about what they have read, heard, said, or 

written. The term critical has its origins from the 

Greek word kritikos meaning “able to judge or 

discern”. (Monash University, 2024). It has also been 

defined as “the intellectually disciplined process of 

actively and skillfully conceptualizing, applying, 

analyzing, synthesizing, and/or evaluating 

information gathered from, or generated by, 

observation, experience, reflection, reasoning, or 

communication, as a guide to belief and action.” 

(Scriven & Paul, 2003).   

 

Critical thinking requires one to clarify the purpose 

and context of their thoughts, to question the sources 

of the information they receive, to identify and 

evaluate the arguments of others, and to be able to 

formulate their own logical arguments.  (Monash 

University, 2024). On the converse, non-critical 

thinking is characterized by a passive acceptance of 

information (without questioning the source, validity, 

or potential biases), emotional decision making 

(relying on feeling and instinct rather than evidence), 

confirmation bias (selecting information that 

reinforces as opposed to disrupting prior beliefs) and 

appeal to authority (accepting sources simply because 

they sound authoritative). The consequences of non-

critical thinking are dire; the reliance on unreliable 

sources, susceptibility to misinformation, narrow 

mindedness, and a distorted view of reality among 

others  (Believe In Mind, 2023).   

 

II. DEVELOPMENT OF CRITICAL 

THINKING SKILLS 

 

Critical thinking is manifested when an individual is 

able to demonstrate a core set of skills that comprise 

interpretation, analysis, evaluation, inference, 

explanation and self-regulation according to Facione 

(1990). According to the Learning Development 

Center at the University of Plymouth (2006),  these 

skills can be developed by engaging in a series of self 

directed or guided questioning process. The process, 

presented in Figure 1 comprises three key steps; 

description, analysis and evaluation that contain 

guiding questions around a topic or an issue. 
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Figure 1: Model to Generate Critical Thinking 

(Learning Development, 2006). 

 

The what, when who and where questions in the 

description step lead to an understanding of the 

background and context of the topic or issue. The why, 

how and ‘what if’ questions at the analysis step 

facilitate an exploration of the relationship between 

the parts and the whole of the topic or issue as well as 

identifies problems and alternative view points. The 

‘so what’ and ‘what next’ questions in the evaluation 

stage facilitate the identification of solutions, 

conclusions and recommendations around the topic or 

issue at hand (Learning Development, 2006). These 

steps lead to a through examination of the topic or 

issue at hand whether it presents as a problem or an 

inquiry for knowledge.  

 

III. ICT CHALLENGES TO THE 

DEVELOPMENT OF CRITICAL 

THINKING SKILLS 

 

The development of critical thinking skills is not 

without challenges in the contemporary context that is 

characterized by significant advances in Information 

and Communication Technologies (ICTs). Some of 

these challenges include;  

i. Information Overload - Information overload is 

defined as a situation where one receives too much 

information at one time and cannot process it in a 

clear way (Cambridge Dictionary, 2024). This 

information can come from sources such as  radio, 

television, print media, websites, e-mail, mobile 

telephony and RSS feeds among others (Okolo, 

2021). This overload can make it difficult to 

undertake the in-depth analysis and evaluation 

required for critical thinking.  

ii. Attention Economy - The Attention economy 

refers to the range of economic activities that are 

premised on the idea that people’s attention is a 

scarce resource that needs to be captured and 

maintained (Dictionary.com, 2022b). This 

competition for attention leads to a superficial 

engagement with information and hinders the 

development of critical thinking skills that require 

deeper cognitive processing (Atchley & Lane, 

2014) 

iii. Filter Bubbles - Filter bubbles are a type of echo 

chamber (a bounded, enclosed media space that 

magnifies messages delivered to it and insulates 

participants from ‘external’ or messages 

inconsistent with that space), that is created by 

personalization algorithms online. These 

algorithms create a unique universe of information 

for us by showing more of what we like and less of 

what we don’t (Arguedas et al., 2022). This has the 

net effect of limiting a person from diverse 

perspectives required for the development of 

critical thinking skills.  

iv. Misinformation and Disinformation - 

Misinformation is false or misleading information. 

Disinformation is false information that is 

deliberately intended to mislead its recipients 

(Dictionary.com, 2022a). It’s emotive and 

confirmation bias appeal is further hampering the 

development of critical thinking skills.  

v. AI Generated Content - AI-generated content 

refers to any content, such as text, images, audio, 

or video, that is created with the assistance of 

artificial intelligence (AI) technologies (Wu, Gan, 

Chen, Wan, & Lin, 2023). The relative ease with 

which AI can generate high quality and believable 

content has led to over-reliance and a lack of 

critical thinking.  

 

IV. GENERATIVE ARTIFICIAL 

INTELLIGENCE 

 

Generative Artificial Intelligence (GenAI) refers to a 

class of deep learning models that can generate high 

quality text, images, video, music, speech, software 

and designs (Gartner, 2024). Its relationship with the 

broader field of Artificial Intelligence is depicted in 

Error! Reference source not found. 
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Figure 2: Generative Artificial Intelligence (Banh & 

Strobel, 2023) 

 

GenAI is powered by large-scale AI models known as 

foundation models that are trained unsupervised or 

semi-supervised on vast amounts of unlabeled data. 

They typically employ deep neural networks with 

millions or billions of parameters and require 

significant computing resources during training. Their 

large size and complexity enables them to capture 

complex patterns and relationships in data. This in turn 

enables them to excel in generating text, language 

translation, and creative content (XenonStack, 2024).  

 

Foundation models can be categorized into three 

types;  

i. Large Language Models (LLMs): These models 

are designed to process and understand natural 

language in order to perform tasks such as content 

generation, language translation and localization, 

answering questions, search and recommendation, 

code generation, market research classification and 

generating text (Haritonova, 2024). Popular LLMs 

include the Bidirectional Encoder Representations 

from Transformers (BERT), Generative Pre-

Trained Transformers (GPTs) and the Text-to-Text 

Transfer Transformer (T5) (XenonStack, 2024). 

Examples of LLM tools include ChatGPT 

(OpenAI, 2024) and Gemini (Google, 2024).  

ii. Computer Vision Models: These models are 

designed to process and understand visual data so 

that they can perform tasks like image 

classification, object detection and image 

segmentation. Examples of these models include 

ResNet, EfficientNet and YOLO (You Only Look 

Once) (Pathak, 2023). Other models include the 

Vision Transformer (ViT) (Dosovitskiy et al., 

2021), Grounding DINO (Ikomia, 2024), Segment 

Anything (SAM) (Kirillov et al., 2023) and CLIP 

(Radford et al., 2021). Computer vision has been 

applied in diverse ways such as in self driving cars, 

road condition monitoring, X-ray analysis, digital 

pathology, defect inspection in manufacturing, 

crop yield monitoring, and pest and disease 

detection among others (XenonStack, 2023).   

iii. Multimodal Models: These models integrate 

multiple data types such as images, text and audio 

and can perform tasks such as image captioning, 

text to image generation, sign language 

recognition, emotion recognition and video 

processing. Examples of these multimodal models 

include Visual ChatGPT, MM-REACT, Frozenm 

LlaMA-Adapter, BLIP-2, MiniGPT-4, LlaVA, 

PICa, PNP-VQA and Img2LLM  (Wu, Gan, Chen, 

Wan, & Yu, 2023). Examples of Multimodal AI 

tools include ChatGPT (OpenAI, 2024), Gen-2 

(Runway Research, 2024), ImageBind (Meta AI, 

2024), Inworld (Inworld AI, 2024), Objective 

(Objective, Inc, 2024) and Gemini (Google, 2024) 

 

Foundation models face a number of challenges 

nevertheless. (i) They can be biased on account of the 

data provided to them during training,  (ii) they can 

lack domain specificity if not trained on relevant data, 

(iii) they can suffer interpretability challenges given 

that they are build on deep learning architectures that 

are generally complex, (iv) they require high 

computation resources at the training stages and (v) 

they may also lack an understanding of subtle yet 

important things such as context, humor, sarcasm, or 

cultural references during the generation of outputs 

(XenonStack, 2024).  

 

GenAI applications built on top of these foundation 

models too have their fair share of challenges.  

i. Bias - GenAI is prone to both data and algorithmic 

biases. Data biases originate from the data 

provided to models during the training phase of the 

model development. Algorithmic biases are 

introduced during the inference phase of model 

development largely from how the algorithms are 

designed and tuned (Banh & Strobel, 2023).   

ii. Intellectual Property - GenAI applications are built 

on foundation models that are trained on data that 

is the intellectual property of other people and 

organizations. When it is utilized to generate new 

content then the owners of the IP may object 
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(Smits & Borghuis, 2022). The issue extends to 

claims for copyrights by people who use GenAI 

applications to generate works, can they claim 

ownership of such works? (European Union 

Agency for Criminal Justice Cooperation, 2023) 

iii. Transparency -  The core architecture of GenAI is 

deep neural networks. These networks are 

inherently complex and very difficult to explain 

how they arrive at the outputs they provide. This is 

made even more difficult by the closed-source 

nature of some of these models (Banh & Strobel, 

2023).  

iv. Hallucinations – GenAI is prone to generating 

outputs that seem plausible but are either incorrect 

or unreasonable with respect to the source of 

information. Though still under investigation, it is 

thought that this is caused by the presence of 

incorrect, contradictory or fictional information in 

the training data for the foundation models (Banh 

& Strobel, 2023). 

v. Misuse – GenAI is prone to uses cases that are 

malicious or unacceptable from an ethical or legal 

standpoint. For instance it can be used to create 

deep fakes to spread mis-information and influence 

people unduly (Banh & Strobel, 2023). In 

education students can use LLM’s to generate 

responses to assessments which is unacceptable in 

academic circles where originality is expected 

(Shmueli et al., 2023). In employment settings 

employees are increasingly turning to GenAI to 

perform their tasks often times without the 

knowledge and approval of their employers (World 

Economic Forum, 2024). 

 

V. GENERATIVE AI AND CRITICAL 

THINKING 

 

Generative AI as a Danger to Critical Thinking  

According to Bhosale (2023), over-reliance on GenAI 

can lead to a reduction in critical thinking by 

researchers. Farrokhnia et al (2023) established that 

the use of GenAI tools by teachers and students can 

lead to a decline in high-order cognitive skills such as 

critical and analytical thinking. On the part of students 

the use of GenAI tools makes it easy to obtain 

solutions and reduces the motivation to conduct 

independent research, exploration and analysis in 

order to arrive at their own findings and conclusions. 

On the part of teachers, the ease with which GenAI 

tools can generate lesson plans and assessments can 

lead to a reliance on the tools leading to a reduction in 

their mastery of the subject matter.  

 

In workplace settings GenAI capabilities are now 

increasingly being integrated into productivity tools. 

They are able to assist users with tasks such as writing 

email, drafting reports, and in developing concepts and 

proposals. While these are well intended they have the 

overall impact of reducing users ability to think 

through and critique their writing. With time, over 

reliance can lead to the loss of creativity and critical 

thinking skills (Benard, 2023). In this regard, Korolov 

(2023), recommends that employers constantly help 

their employees to develop critical thinking skills in 

order to use these tools effectively.  

 

GenAI tools are also increasingly in use for code 

development though auto-complete features, natural 

language input and direct interaction through a chat 

interface. From the perspective of the tool developers 

the generated code should be inspected before being 

put into production but this is not always the case. In 

this regard, these GenAI tools that generate code can 

also lead to diminishing coding and critical thinking 

skills among programmers (SonarSource SA, 2024) 

 

Generative AI as an Enabler of Critical Thinking  

GenAI has been found to play a role in influencing the 

development of critical thinking skills. In a study by 

conducted among undergraduate students in Ghana by 

Essel et al (2024) the use of ChatGPT was found to 

influence the development of the students' critical, 

reflective, and creative thinking skills and their 

dimensions discernibly. The use of GenAI in teaching 

programming was explored by Yilmaz and Yilmaz 

(2023) with a group of students. Students who used the 

GenAI tool, ChatGPT, were found to perform better 

on the  computational thinking scale, computer 

programming self-efficacy scale, and learning 

motivation in computer programming courses scale.  

 

According to Risvold et al  (2024) GenAI can play the 

role of a non-judgmental collaborator who can 

patiently and objectively entertain all manner of 

questions. This can help learners explore their ideas 

through questioning and reflecting on the variety of 

responses provided by a GenAI tool. A similar 

argument is advanced by Gigster (2023) who describe 
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the potential value of GenAI in a medical setting 

where healthcare students and professionals can 

exercise critical thinking in a virtual environment 

thereby limiting exposure of actual patients to 

‘experiments’.  

 

An approach to integrate AI into a teaching and 

learning experience for learning critical thinking skills 

was proposed by Aithal and Silver  (2023). Their 

approach comprises of three steps, understand and 

analyze ideas and arguments, evaluate ideas and 

arguments and then apply the knowledge gained to 

solve problems and make decisions. The first two are 

conducted collaboratively with an AI chatbot through 

a Q & A session. 

 

Developing Critical Thinking Skills with Generative 

AI  

Critical thinking is also a key skill for the development 

and use of GenAI. Carruci (2024) notes that fact 

checking, source and other critical thinking skills are 

crucial for the proper training of AI models as well as 

in using the applications derived from them. 

According to the MIT Horizion (2023), continuous 

learning to grow one’s body of knowledge on a 

subject, cross checking the accuracy of the 

information in the outputs, and reflecting on the output 

to establish if it is what was desired and if there are 

any missing or inadequate aspects are important skills 

for GenAI users (MIT Horizon, 2023).  

 

VI. REFLECTIONS AND WAY FORWARD 

 

The key question of this study was “How can 

Generative AI contribute to the development of 

Critical Thinking Skills?” 

 

The working definition of critical thinking for the 

purposes of this discussion is “a kind of thinking in 

which one questions, analyses, interprets, evaluates 

and makes a judgment about what they have read, 

heard, said, or written”. (Monash University, 2024).  

In this regard this paper makes the following proposal 

for the development of critical thinking skills whilst 

using GenAI tools.  

 

Step 1: Consider GenAI as a helper, not a replacement  

The first critical step towards developing critical 

thinking skills is acknowledging the place of GenAI in 

the tasks at hand. The tools are not designed to replace 

human involvement or input in the tasks that are 

assigned to them. Rather they are very powerful 

assistants who are also known to be wrong, biased and 

out-rightly unethical at times. Their human masters 

must therefore be at hand to assess and enhance their 

outputs before making use of them.  

 

Step 2: Question the outputs  

The assessment of the outputs of GenAI is undertaken 

through as process of questioning. This is informed by 

the perspective that GenAI outputs cannot be taken at 

face value but must be examined critically before 

acceptance and use. 4 

 

The following questions are proposed;  

1. Truth - Is the output true or factual?  

2. Completeness - Is the output comprehensive?  

3. Logical - Does the output make sense?  

4. Practicality - Are the recommendations  practical?   

5. Ethical - Do the outputs violate any ethical 

principles?  

 

The implication thereof is that the average GenAI user 

must possess significant knowledge in the subject 

matter that they seek assistance on from GenAI. That 

background knowledge must be sufficient enough to 

help them ask the right questions in the right way. It 

must be sufficient to help them evaluate the outputs of 

seemingly new content for accuracy in the light of 

prior knowledge. This is helpful in order to help them 

identify departures from established principles and 

schools of thought.   

 

Grounding in logic is critical when it comes to 

evaluating the sequence of ideas presented in the 

output. A user must be conversant with what is a 

logical vs illogical argument, and how an argument 

must proceed to a logical conclusion. This will help in 

assessing whether any conclusions presented by 

GenAI have valid premises.  

 

An ethical antennae is also very important for a GenAI 

user. The outputs of these tools have been found to 

perpetuate biases in subtle ways that may not be 

obvious to an untrained eye. It is therefore important 

that GenAI users examine the outputs from the 

perspectives of fairness, bias, and fair representation 

among other ethical considerations. 
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Step 3: Make a judgment 

With the facts at hand one must make a determination 

on whether or not to utilize the outputs of the GenAI 

tool in whole or in part. This ought not to be a passive 

step but rather one that is informed by the outcomes of 

the questioning process. Ideally a positive indication 

from all the five questions ought to be the benchmark 

for proceeding to utilize the GenAI output.  

 

CONCLUSION 

 

Generative AI is technological advancement that has 

had significant impact in the area of content 

generation. It is now relatively easy to develop text, 

images, video and audio that is of high quality and 

very believable by most human standards. However, 

the technology has been found to have some 

fundamental challenges that relate to the accuracy of 

the content, bias, intellectual property infringement, 

transparency and misuse.  

 

Additionally concerns have been raised on it’s impact 

on the role of users in the generation of the content 

from an intellectual, legal and ethical perspective. 

There are questions regarding the implications of 

utilizing GenAI solutions on human creativity and 

critical thinking among other 21st Century skills. There 

are legal issues around the use of peoples Intellectual 

Property by foundation models as well as ownership 

of derived works. From an ethical perspective there are 

discussions on the legitimacy of assessments and 

documents generated by GenAI tools in academic and 

work setups.  

 

As has been the case with many technological 

advancements before GenAI, a period of uncertainty, 

rejection and denial always precedes acceptance as the 

technologies and support systems develop and mature. 

In the case of GenAI the healthy debates around its 

challenges are serving to improve the technology as 

well as the requisite support structures for its effective 

utilization. A key support structure is the availability 

of clear and concise guidelines for everyday users on 

how to critically assess the outputs of GenAI tools.  

 

This work first and foremost established that 

Generative AI can be both a danger as well as an 

enabler of critical thinking. It also established that 

Critical Thinking is required for the development and 

user of Generative AI. It further established that 

Critical Thinking skills can be developed using 

Generative AI through systematic and in-depth 

questioning of the outputs of the tools in use. The idea 

of questioning is premised on the knowledge and 

acceptance that GenAI outputs are prone to 

inaccuracy, hallucinations and bias among other 

challenges that make them unsuitable for acceptance 

without questioning. 
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