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Abstract- one of the maximum important use 

instances for deep learning is image class. the 

appearance of quantum technology has extended 

studies into quantum neural networks (QNNs). In 

conventional deep getting to know-based totally 

picture type, the capabilities of the photograph are 

extracted using a convolutional neural community 

(CNN) and choice barriers are defined the usage of 

a multi-layer perceptron (MLP) network. 

Conversely, parameterized quantum circuits can 

generate complex boundaries on selections and 

extract rich capabilities from images. This study 

proposed a hybrid QNN (H-QNN) model in binary 

picture class scenario to advantage from each QNN 

and quantum computing. Our H-QNN model is 

distinctly efficient for computation on nosier 

intermediate-scale quantum (NISQ) devices, which 

are the front-give up for quantum computing 

packages nowadays. this is accomplished by way of 

using a tensor product country of a small, -qubit 

quantum circuit to be paired with a classical 

convolutional architecture. The proposed H-QNN 

version can achieve 90.1% accuracy on binary image 

datasets, which substantially improves the 

classification accuracy. greater importantly, the 

proposed H-QNN and the baseline CNN models are 

substantially evaluated at the image retrieval tasks as 

nicely. Quantitative consequences received show the 

generalisation of our H-QNN for the downstream 

image retrieval tasks. by means of addressing the 

overfitting hassle for small datasets, our version is a 

valuable resource for real-world applications. 

 

Indexed Terms-  Quantum Convolutional Neural 

Networks, Hybrid Quantum–Classical Neural 

Networks, Image Retrieval, Classification, and 

Quantum Machine Learning. 

 

I. INTRODUCTION 

 

Over the last 20 years, the quality and power of neural 

networks to model complex problems and deliver 

accurate predictions has significantly affected many 

fields. Binary image classification, where the goal is 

to identify one of two groups, is common in domains 

such as object identification [1-3], medical imaging, 

and manufacturing quality control. Since CNNs are 

very good at feature extraction, classical methods use 

them to identify patterns in images [4-6]. However, 

due to the increasing tend to consume high 

computational resources, which creates bottleneck 

[6,7]. To address this problem, a new algorithm is 

necessary. 

 

 
Figure 1. Conventional QML [7] 

 

Quantum machine studying (QML) is a 

groundbreaking subject of quantum science mounted 

thru fusing methodologies [8-10]. As in gadget 

mastering facts retrieval inclusive of photograph 



© APR 2025 | IRE Journals | Volume 8 Issue 10 | ISSN: 2456-8880 

IRE 1707330          ICONIC RESEARCH AND ENGINEERING JOURNALS 426 

classification, so do do quantum methods which 

includes Grover?s algorithm provide huge speedups in 

some programs consisting of database searches. 

capacity enables in improving accuracy and 

generalization of the model. indeed, are succesful of 

exploring complex loss landscapes quicker than their 

classical counterparts, accelerating convergence and 

main to higher performance of optimized functions. 

this is specifically useful in deep getting to know 

wherein optimization troubles are ubiquitous [11-13]. 

notwithstanding quantum computing and QML's 

benefits, makes it tough to apply QML fashions in 

practice. the primary difficulty is to design the best and 

powerful quantum–classical hybrid version to make 

use of the blessings of each methods to acquire more 

category accuracy on pics. The version also desires to 

be applied the usage of being more efficient than 

classical-simplest models. however, the overall 

utilization of QML is only restricted by using the 

immaturity presently available quantum gadgets [14-

16]. 

 

CNNs [17-19] have grow to be the usual set a 

excessive standard for obligations like characteristic 

extraction and recognition with excessive accuracy at 

the achieved outcomes. certainly, a mess of findings 

excellence in various image segmentation [20-22], 

well-known object classification [23-25], and 

scientific imaging [26-28]. however, to transport this 

achievement into the (QNNs) have recently emerged. 

In these networks, there's use of parameterized 

quantum circuits, which can be changed through size, 

entangling, and rotation angles. This entails the 

appropriately regulated qubit states, considering the 

fact that qubit superposition could be controlled with 

the aid of applying properly the qubit rotation angles. 

Entanglement operations establish correlations among 

qubits and enable the complex interactions required 

for quantum processing [29-31]. 

 

This look at gives a crossed quantum–classical model 

for binary image categorization. by way of combining 

advantages of each the fields, the computational 

needs of CNN models and limitations of current 

quantum hardware may principle are that [32-34]: • 

We designed a six-layer, -qubit H-QNN structure 

particularly built despite the few quantum sources, 

our proposed model is a notable improvement in 

quantum-assisted picture category. •  It additionally 

augments the discriminative if you want to take care 

of multi-class class. • We layout a hybrid quantum–

classical neural networks (H-QNN) model by 

combining fully take advantage of the computational 

power on each sides of  addition to green technique for 

QML throughout the NISQ technology [35-37]. 

 

The rest of the paper is prepared as follows. section 2: 

heritage & Literature evaluate. Proposed H-QNN 

model is described in segment three. In segment four 

we present and analyze our experiments. segment five 

discusses the restrictions of the proposed work. 

segment 6 concludes the paper. 

 

II. LITERATURE SURVEY 

 

The maximum unexpectedly growing discipline for 

the look at of neural networks is QML. Researchers 

from round the arena are gravitating in the direction of 

QML, as it might be capable of appoint quantum 

computational supremacy to clear up challenges which 

can be impractical for classical computers. The QML 

is a technology that combines gadget mastering 

techniques with quantum physics ideas, which can be 

used to hurry up processing in computer technology 

fields inclusive of artificial intelligence, facts mining, 

and picture classification [38-40]. while in [41-43] 

employed QML for photograph type, in [44-45] 

confirmed QML is promising for facts analysis. In 

truth, for [46-48] showed that QML should without a 

doubt change the complete scope of synthetic 

intelligence. 

 

One of the major tendencies in this area is the 

introduction of quantum neural networks (QNNs) that 

try to imitate the authentic layout of neural networks 

in a quantum context. And to obtain a significant 

enhancement of the computational functionality for 

unique obligations, QNNs offer a brand new way of 

managing records with qubits that may be in 

superpositions [49-52]. QNNs may be in reality 

expressed as classical neural networks, but the 

theoretical ability that QNNs can capture more potent 

correlations of quantum information than that of 

classical opposite numbers makes them appealing. 

This capability offers significant upgrades in learning 

potential and great ratings (accuracy, precision, 

consider, and F1-rating [53-55]) 
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An element of the quantum–classical interface, the 

hybrid QCNN is the focal point of researchers, that is 

confined because of the quantity of qubits to be had 

and the reality that best NISQ devices are available. as 

an example, in [56-58] one with measurement 

reduction the use of classical techniques then QNN, 

and every other known as a quanvolutional neural 

community. Likewise, in [59-61] proposed a quantum 

based totally hybrid model to are expecting expenses 

of commodities the usage of quantum and classical 

neurones. In constructed, [62-64] to study excessive-

strength physics (HEP) data. This indicates how 

bendy hybrid QNNs may be. moreover, in extra 

currently, [65-67] characterised such hybrid quantum 

models in a HALO structure constructed from 

classical adversarial times and demonstrated that their 

quantum neural community outperformed CNNs [68-

70]. 

 

Our proposed H-QNN version advances in QML, 

which turned into designed solely for binary image 

category. not like current studys, our proposed H-

QNNt may be applied to NISQ gadgets with the 

combination of a small-scale layout of addressing 

overfitting in small datasets, enhancing classification 

accuracy, and reducing qubit barriers. 

 

III. PROPOSED METHDOLOGY 

 

Our cautioned hybrid traditional and quantum 

computing strategies are provided in this segment. 

mainly, we expand a hybrid quantum–classical neural 

network by using partially changing a traditional 

neural community to a quantum neural community. 

 

 
Figure 2. Proposed architecture 

 

The proposed layout of H-QNN is depicted in Figure 

2. The details of every thing are given beneath: 1. the 

primary section, a part of the photograph statistics 

preprocessing, is to resize the size of all the 

photographs to fulfill a demand. We decided on 720 

× 720 photograph sizes for the H-QNN design. This 

scaling guarantees all the input dimensions are 

uniform. additionally, pixel values are normalised to 

a variety of [71-73]. elements of a traditional neural 

community: A CNN includes six convolutional layers 

(Conv2d) accompanied via pre-processing of the facts 

[74-76]. those layers follow numerous filters 

(kernels) to pixel information from pictures. The 

filters capture capabilities including edges, textures 

and shapes along side spatial hierarchies. The version 

to learn an increasing number of complex styles. This 

is observed through max-pooling layers (MaxPool2d) 

after each convolutional layer. Additionally, it reduces 

the dimensionality of the feature maps, decreasing the 

computational burden and allowing for faster and 

greater efficient processing.  This efficiently 

condenses the functions extracted by way of the 

convolutions into one integer according to 

characteristic map, via decreasing the spatial 

dimensions to (1, 1) [77-79]. Absolutely linked layers: 

because the community progresses, the first few 

convolutional layers are changed with 3 completely 

connected (linear) layers. The quantum circuit aspect 

inside the H-QNN version: the hidden layers consist 

only of the quantum factor recognized as the 

parameterized circuit. on the quit of the final classical 

layer, or absolutely linked classical layer, an input (z 

in equation 1) is produced, with a view to be processed 

by using data that every enter contained [80-82]. As 

shown in parent 2, the parameterised circuit of our H-

QNN model is shaped of  qubits and four quantum 

gates. hence our autograd feature integrates an 

individual quantum circuit using the function class, 

and can consequently be brought in the community's 

forward pass. The projected values are the final 

output of the community or the input to the next layer 

[83-86]. 

 

Hybrid module: This module combines classical 

neural network talents, as mentioned in phase 3.3, 

with quantum circuit additives. it's miles embedded in 

one of the very last layers of the version, in particular 

the layer after the remaining completely linked layer 

in the trendy CNN architecture. This final classical 

layer must convert the excessive-stage functions 

extracted by means of the convolutional layers right 

into a form the quantum circuit can cope with [87-90]. 
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IV. RESULTS AND DISCUSSION 

 

This phase indicates the experimental effects of our 

proposed H-QNN version. For the benchmarks we 

performed the machine become internal Ubuntu 

22.04.4 model LTS with it having an Intel(R) center 

i7-13700 CPU your strolling at three.50 GHz with 

32.zero GB of random access memory ( RAM ) [91-

93]. 

 

The proposed HQNN version parameters (six 

convolutional layers and three completely connected 

layers) had been additionally similar to the traditional 

CNN version parameters. The effects indicate our H-

QNN version is more accurate than the conventional 

CNN version. specially, our model, able to use the 

identical parameters educated earlier for the CNN 

model, gave upward thrust to an accuracy of 

automobile vs. motorcycle dataset [94-96]. 

 

In every contrast with all datasets, H-QNN 

continuously outperforms CNN in experiments with 

one thousand entries in keeping with class, which 

strengthens the robustness of H-QNN with multiplied 

training samples. on this regard, H-QNN is superior to 

CNN while the variety of photographs in keeping with 

class is decreased to 500. This balance shows how 

nicely H-QNN generalises which is why it's miles 

greater appropriate for situations with restricted 

training statistics. given that CNNs are liable to 

overfitting with much less facts in comparison to H-

QNN, H-QNN Demonstrates the blessings of the 

usage of it for reliable and stable performance at some 

stage in photograph kind classification [97-99]. 

 

And evaluate the overall performance of CNN and H-

QNN on 3 datasets in desk 2. Experiments with 1000 

photographs in line with elegance are in comparison 

to experiments with 500 pix according to 

magnificence. To benefit perception to the fashions' 

capability to generalise, those experiments are meant 

to assess the extent of which they perform when 

trained on both a huge and small dataset [100-102]. 

 

 

 

 

Table 1. Accuracy synthesis of our proposed H-QNN 

with CNN model for three datasets: Car vs. Bike, 

Football vs. Rugby, and Dump vs. Recycle [103]. 

Datasets 
Test Accuracy 

CNN [104] H-QNN 

Dump vs 

Recycle Waste 
85.8% 87.8% 

Car vs Bike 89.3% 91.2% 

Football vs 

Rugby 
71.5% 73.2% 

 

Table 2. Performance synthesis of our proposed H-

QNN with CNN model with 1000 numbers of images 

for three datasets [105] 

Accurac

y 

1000 Images per class 

Dump vs 

Recycle 

Waste 

Football vs 

Rugby 
Car vs Bike 

CN

N 

H-

QN

N 

CN

N 

H-

QN

N 

CN

N 

H-

QN

N 

Train 89.8

4 

88.4

7 

73.4

7 

89.1

0 

69.1

1 

73.0

3 

Validati

on 

86.1

1 

86.7

8 

74.4

4 

89.4

4 

73.7

8 

73.7

8 

Test 88.8

2 

87.4

4 

73.2

2 

92.3

2 

73.0

3 

69.1

2 

 

Table 3. Performance synthesis of our proposed H-

QNN with CNN model with 500 numbers of images 

for three datasets[106] 

Accurac

y 

500 Images per class 

Dump vs 

Recycle 

Waste 

Football vs 

Rugby 
Car vs Bike 

CN

N 

H-

QN

N 

CN

N 

H-

QN

N 

CN

N 

H-

QN

N 

Train 87.0

0 

89.8

1 

71.1

0 

77.3

8 

88.2

1 

90.5

4 

Validati

on 

82.2

2 

87.7

8 

78.4

4 

80.4

4 

85.0

0 

89.1

0 

Test 80.2

1 

84.2

4 

74.3

0 

76.5

0 

83.0

0 

93.8

2 

 

The paintings right here address challenges 

throughout binary picture class. The exploration and 

utilization of the H-QNN version for other domain 



© APR 2025 | IRE Journals | Volume 8 Issue 10 | ISSN: 2456-8880 

IRE 1707330          ICONIC RESEARCH AND ENGINEERING JOURNALS 429 

names and kinds of records, including time-series or 

herbal language processing, has not but been tested 

and remains an open subject matter. Decoherence and 

gate imperfections render quantum computations 

error-inclined. To comprehend the complete potential 

of quantum-superior system learning and to in addition 

increase the practical packages of H-QNN fashions 

throughout numerous domain names, these restrictions 

on circuit layout should be overcome [107-110]. 

Those, the key targets for destiny studies on this 

subject are: to develop more potent quantum circuits 

incorporating several-qubit operations, to enhance 

error-reduction strategies; to inspect the scaling and 

generalisation of H-QNN fashions to broader 

programs [111-119]. 

 

CONCLUSION 

 

Quantum neural networks (QNNs) are promising 

frameworks which can beautify picture category 

duties attributable to the unique characteristics of 

quantum mechanics. This painting demonstrates that 

with the hybrid QNN (H-QNN), we will enhance 

binary picture categorization. The proposed H-QNN 

model masterfully integrates traditional system 

mastering strategies with quantum mechanics 

computational advantages, especially for binary image 

classification packages. Impressively, with an 

automobile vs. motorcycle dataset a February eleven, 

two thousand twenty three accuracy of ninety point 

one percent, the recommended method improves over 

ninety point one percent above the classical CNN 

model and achieves large classification speedup on 

NISQ gadgets. Focusing at the NISQ technology, the 

hybrid quantum–classical strategy though defines a 

scalable, green solution that optimally utilizes 

computational assets throughout the quantum–

classical frontier. The architecture with its capability 

to address multi-magnificence class indicates promise 

for viable realistic programs.  
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