
© MAY 2025 | IRE Journals | Volume 8 Issue 11 | ISSN: 2456-8880 

IRE 1708489          ICONIC RESEARCH AND ENGINEERING JOURNALS 1018 

The Application of The Law of Large Number in 
Econometric 

 

PETER NYAM1, A. BISHIR2, KADIRI SIMON ANGULU3, ABBA MUHAMMAD YALWA4, 

OBALISA YEMISI FUNMILOLA5 
1, 2, 3, 4, 5Abubakar Tafawa Balewa University Bauchi 

 

Abstract- This paper explores the fundamental role 

of the Law of Large Numbers (LLN) in econometrics. 

The LLN, a cornerstone of probability and statistics, 

underpins many econometric techniques by ensuring 

that sample means converge to their expected values 

as the sample size increases, thus providing a 

foundation for reliable statistical inference. This 

article elucidates the importance of the LLN in 

guaranteeing stable long-term results for averages of 

random economic events, highlighting its crucial 

implications for estimation and hypothesis testing in 

econometric models (multiple regression model). 

Furthermore, the paper discusses the application of 

the LLN in where it justifies practices such as 

portfolio diversification, risk estimation, and asset 

pricing by enhancing the reliability of empirical 

estimates with larger datasets. Ultimately, this 

analysis underscores the LLN's significance in 

reinforcing the credibility of statistical inference in 

econometrics and financial econometrics, ensuring 

that empirical results become more accurate and 

robust with increasing data. 

 

I. INTRODUCTION 

 

Econometrics is the application of statistical methods 

to economic data in order to test hypotheses, forecast 

trends and quantity relationship between variables. A 

fundamental concept that underpins many 

econometric techniques is the law of large number 

(LLN). The LLN ensures that as the sample size 

grows, the sample mean converges to the expected 

value, providing a foundation for reliable statistical 

inference. The Law of Large Numbers is important 

because it guarantees stable long-term results for the 

averages of some random events. For example, while 

a casino may lose money in a single spin of 

the roulette wheel, its earnings will tend towards a 

predictable percentage over a large number of spins. 

Any winning streak by a player will eventually be 

overcome by the parameters of the game. Importantly, 

the law applies (as the name indicates) only when 

a large number of observations are considered. There 

is no principle that a small number of observations will 

coincide with the expected value or that a streak of one 

value will immediately be "balanced" by the others 

1.1 AIMS AND OBJECTIVES 

The Law of Large Numbers (LLN) is a fundamental 

concept in probability and statistics that also plays a 

crucial role in econometrics, especially in the 

estimation and inference of economic models. This 

article explores the role of the LLN in econometrics, 

its implications for estimation and hypothesis testing, 

and its importance in large sample (Asymptotic) 

theory. 

Showing the importance of large data (number) in 

estimating the regression parameter becoming more 

stable and accurate, with more data points, the 

variance of estimated coefficients decreases, leading 

to more precise and reliable predictions. Allow the 

regression model to capture more complex 

relationships between independent and dependent 

variables, especially in non-linear or multiple 

regression. The Law of Large Numbers only applies to 

the average of the results obtained from repeated trials 

and claims that this average converges to the expected 

value; it does not claim that the sum of n results gets 

close to the expected value times n as n increases. 

II. ROLE OF LLN IN ECONOMETRICS AND 

LARGE-SCALE ECONOMIC MODELING 

In economics, the LLN is a key tool in econometrics 

and large-scale economic modeling. Econometric 

models often involve estimating relationships between 

variables using sample data. The LLN ensures that the 

estimators used in these models, such as those derived 

from regression analysis, are consistent and converge 

to the true economic relationships as the sample size 

increases. This is particularly important in time-series 
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analysis, where economists study the behavior of 

economic variables over time. 

In large-scale economic modeling, such as in the 

creation of input-output models or general equilibrium 

models, the LLN provides the foundation for using 

sample data to infer the behavior of entire economies. 

These models rely on large amounts of data, and the 

LLN ensures that the averages and other summary 

statistics used in these models accurately reflect the 

underlying economic reality. 

For example, in macroeconomic forecasting, central 

banks and governments use econometric models to 

predict future economic activity based on historical 

data. The LLN ensures that these forecasts are reliable, 

provided that the sample size is large enough and the 

data is representative. 

III. BASIC CONCEPT OF LAWS OF LARGE 

NUMBER 

In probability theory, the law of large numbers has a 

very central role in probability and statistics. It states 

that if you repeat an experiment independently a large 

number of times and average the result, what you 

obtain should be close to the expected value in other 

words states that the average of the results obtained 

from a large number of independent random samples 

converges to the true value, if it exists. , the Law of 

Large Numbers states that given a sample of 

independent and identically distributed values, 

the sample mean converges to the true mean. 

Definition: For independent and identically distributed 

i.i.d. random variable X1, X2 , … Xn the sample mean, 

denoted by X̅ is defined as 

X̅= 
X1+X2+,…Xn

𝑛
 

There are two main versions of the law of large 

numbers. Thet are called the weak and strong laws of 

the large numbers. The difference between them is 

mostly theoretical 

The law of large numbers comes in two main forms: 

Weak law of large numbers (WLLN) 

States that the sample average of a random variable 

converges in probability to its expected value as the 

sample size increases. 

Mathematically, if X1, X2 , … Xn    are independent and 

identically distributed (i.i.d.) random variable with 

mean μ, then: 

X̅n =
1

n
 ∑ Xi  

n
i=1  

p
→  μ      as n → ∞ 

That is, for any positive number ε 

 

lim
n→∞

Pr(|X̅n − μ| < ε) = 1. 

 

The strong law of large numbers (also 

called Kolmogorov's law) states that the sample 

average converges almost surely to the expected 

value. A stronger version that guarantees almost sure 

convergence (with probability 1). 

 

X̅ → μ,    n → ∞. 

That is, 

Pr ( lim
n→∞

X̅n = μ) = 1. 

The LLN is crucial in econometrics because it justifies 

the use of sample averages to estimate population 

parameters, ensuring consistency in estimators 

IV. APPLICATIONS OF THE LAW OF LARGE 

NUMBERS IN ECONOMETRICS 

Consistency of Estimators 

LLN ensures that as the sample size grows, the 

estimators (like Ordinary least squares OLS estimators 

in regression models, maximum likelihood estimation 

MLE) converge to the true population parameters. 

Example: The sample mean income from a large group 

of households will approximate the true average 

income of the entire population. 

Without the LL, we could not guarantee that 

increasing data improves estimation accuracy. 
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Empirical Validation of Economic Theories 

LLN allows economists to test theories with real-

world data. The more data we have, the more reliable 

the empirical results. 

Example: Testing the relationship between education 

and income using large-scale survey data. 

Risk Analysis in Finance and Insurance 

In econometrics applied to finance, LLN helps in 

predicting average returns or losses more accurately 

over time as more data is collected. 

Hypothesis Testing and confidence intervals 

The LLN ensures that the sample moments (means, 

variances) converges to their population counterparts, 

which is essential for constructing valid test statistic 

Examples: The t statistic in regression analysis relies 

on the sample size mean and variance, which stabilize 

as n → ∞ due to the LLN. 

Asymptotic theory in econometric 

May econometric results are derived under asymptotic 

approximations (large sample theory) where the LLN 

plays a key role. 

Central Limit Theorem CLT which builds on the LLN 

allows for normal approximation. 

Panel Data Analysis 

When working with panel data (data across time and 

individuals), LLN helps in getting consistent estimates 

by averaging out the individual or time-specific 

effects. 

In panel data, the LLN helps ensure that cross-

sectional average converge to their expected values 

over time. 

Forecasting 

LLN supports better model performance when using 

large datasets for forecasting economic variables like 

GDP, inflation, or unemployment rates. 

Predictive Modeling 

In in time series econometrics, variants of the LLN 

such as the stationary ergodic processes justify the use 

of sample moments in autoregressive models 

Monte Carlo Simulations 

Econometricians use simulations to study the 

properties of estimators. The LLN guarantees that 

simulated averages (mean square error) converges to 

their theoretical values as the number of simulations 

increases. 

5.0 Consistency of Estimators 

LLN ensures that as the sample size grows, the 

estimators (like Ordinary least squares OLS estimators 

in regression models, maximum likelihood estimation 

MLE) converge to the true population parameters. The 

LLN ensures that sample averages converge to their 

population counter as the sample size grows. In 

regression, this underpins the consistency of 

estimators like OLS. 𝛽 ̂ = (𝑋𝑋)−1𝑋𝑌. 

 Replies on the convergence of sample moments like 
𝑋𝑋

𝑛
→ 𝑄 test for multicollinearity and 

 
𝑋𝑡

𝑛
→ 0. Test for endogeneity. 

How best 𝛽 ̂ →  𝛽 as the sample size n → ∞. 

V. ANALYSIS 

Any graph suitable for displaying the distribution of a 

set of data is suitable for judging the normality of 

distribution of a group of residuals.  

 

The histogram above, Shows a bell shaped curve 

which implies its follows a normal distribution.  
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From the plot above, it’s observed that the data points 

are close to the diagonal line. Which indicate that the 

data are normally distributed and closely correlated.  

 

From the plot above, its shows that there is a close 

relationship between GDP and Agriculture.  

i.e. they are closely correlated & are normally 

distributed  

 

From the plot above, its shows that there is a close 

relationship between GDP and Industry. i.e. they are 

closely correlated & are normally distributed  

 

 

From the plot above, its shows that there is a close 

relationship between GDP and Trade. I.e. they are 

closely correlated & are normally distributed  

 

From the plot above, its shows that there is a close 

relationship between GDP and Services. I.e.  

They are closely correlated & are normally distributed  

VI. RESULT AND FINDING 

The data used for this research work is Secondary data; 

they exist in the form of published data a time series 

data from 1982 – 2019. Data sourced from Central 

Bank of Nigeria (CBN) Statistical Bulletin 2029 and 

World Bank Development indicators.   

Statistical technique is a method of analyzing or 

presenting statistical data with a multiple regression 

model. 

              𝐺𝐷𝑃 = 𝛽0+𝛽1𝐴𝑔𝑟𝑖𝑐𝑢𝑙𝑡𝑢𝑟𝑒 +

𝛽2𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 +  𝛽3𝑡𝑟𝑎𝑑𝑒 + 𝛽4𝑆𝑒𝑟𝑣𝑖𝑐𝑒 +  𝜀 

 Analysis of Variance 
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2 
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6 

519129
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The forecast for the GDP is shown below using the 

fitted regression model  

GDP = 0.948789294*AGRICULTURE + 

1.03891395*INDUSTRY + 0.748391395*TRADE + 

1.231339635*SERVICES  

The values shows the regression coefficient of the 

model  

VII. FORECAST 

From the analysis we obtain the forecast of GDP in 

Nigeria as follows: 

Y

ea

r 

Agricu

lture  

Indust

ry 

Trade Servic

es 

GDP 

20

20 

53334.

62408 

45165.

156 

23726.

29434 

64246.

19299 

19439

1.4693 

20

21 

60946.

9534 

46147.

00722 

24105.

38804 

68592.

80221 

20826

9.8875 

20

22 

69645.

77314 

47150.

20303  

24490.

53881 

73233.

4835 

22356

7.967 

20

23 

90945.

30616 

49222.

49456 

25279.

40026 

83477.

99078 

25913

4.5134 

 

The Gross Domestic Product (GDP) in Nigeria was 

worth 362.81 billion US dollars in 2023, according to 

official data from the World Bank. Evidently showing 

that forecast is so close to actually because of the large 

sample size that was consider in this article showing 

stabilization of average returns 

CONCLUSION 

This study examines the Law of Large Numbers 

(LLN) as a cornerstone of asymptotic theory in 

econometrics, with particular emphasis on its 

applications in financial economics in this case 

national GDP income of Nigeria. The LLN formally 

establishes that, sample moments converge in 

probability to their population counterparts as the 

sample size tends to infinity. This property ensures the 

consistency of estimators widely used in regression 

modeling. In financial contexts, the LLN underlies key 

principles such as the stabilization of average returns, 

the effectiveness of diversification strategies, and the 

reliability of empirical asset pricing models. By 

guaranteeing that estimators derived from large 

samples approximate true economic parameters with 

increasing precision, the LLN provides a rigorous 

foundation for inference and predictive analytics in 

finance. 

 

The Law of Large Numbers (LLN) is fundamental to 

the theoretical foundation of econometrics and 

finance. It guarantees that, as the number of 

observations grows, sample averages converge in 

probability to their expected values, thereby validating 

the use of empirical estimates in modeling and 

forecasting financial phenomena. In finance, the LLN 

justifies practices such as portfolio diversification, risk 

estimation, and asset pricing, where reliability of 

estimates improves with larger datasets. Ultimately, 

the LLN reinforces the credibility of statistical 

inference in financial econometrics, ensuring that 

empirical results become more accurate and robust as 

the volume of financial data increases. 
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