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Abstract- The accelerating integration of Artificial
Intelligence (AI) into Human Resource Management
(HRM) marks a paradigm shift in how organizations
attract, assess, and develop talent. This paper critically
examines the ethical, operational, and strategic
implications of Al-driven recruitment systems through
an extensive review of empirical and theoretical
literature published between 2020 and 2025. Drawing
upon Human Capital Theory, Strategic Foresight, and
Sociotechnical Systems perspectives, it explores how
algorithmic decision-making reshapes notions of
fairness, inclusion, and efficiency in hiring. The study
identifies two central tensions: while Al enhances
precision, speed, and predictive validity in talent
acquisition, it also perpetuates algorithmic bias and
diminishes human discretion. Recent findings reveal
that up to 82% of global enterprises now employ some
form of Al-assisted hiring (LinkedIn, Deloitte, IBM,
2024), yet regulatory and ethical frameworks remain
inconsistent. The review emphasizes the need for
human-AI symbiosis, proposing that future HR
effectiveness will depend on cultivating algorithmic
literacy, ethical reasoning, and data storytelling among
professionals. Strategic Foresight Theory is used to
envision potential HR futures, ranging from hybrid
intelligence  ecosystems to  ethically  adaptive
organizations. Ultimately, this study argues that the
future of HR lies not in replacing human judgment but
in enhancing it through algorithmic collaboration. It
concludes by recommending actionable policies to
embed human oversight, strengthen ethical training, and
promote transparent Al auditing systems to ensure
responsible innovation in digital-era workforce
management.

Keywords:  Artificial  Intelligence,  Algorithmic
Recruitment, Ethical HRM, Human-AI Collaboration,
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L INTRODUCTION

The Algorithmic Turn in Human Resource
Management

In 2024, Deloitte reported that over 42% of global
organizations now rely on artificial intelligence
(AI)-driven systems for some aspect of recruitment,
workforce analytics, or talent development, a figure
projected to surpass 60% by 2026 (Deloitte, 2024).
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Yet, amid this surge in algorithmic mediation, a
quiet paradox emerges: the very technologies
designed to enhance objectivity and efficiency in
human resource management (HRM) are
simultaneously provoking new ethical, cultural, and
managerial dilemmas. The evolution of Al in HR
thus represents not merely a technological
enhancement but an  epistemic  shift, a
transformation in how organizations conceptualize
talent, potential, and performance. The traditional
intuition-driven HR model is giving way to what
scholars term an “algorithmic decision ecosystem”
(Gélinas, Sadreddin, & Vahidov, 2022), where
predictive analytics, machine learning, and cognitive
automation collectively reconfigure how humans are
hired, evaluated, and retained.

This transformation is neither linear nor
uncontested. From algorithmic résumé screening to
emotion-recognition systems during interviews, Al
increasingly mediates the employment relationship
(Kochling & Wehner, 2020; Chen, 2023). A 2023
PwC survey found that 63% of HR leaders believe
Al tools enhance decision accuracy and fairness,
while nearly half of employees remain concerned
about dehumanization and bias (PwC, 2023). These
tensions expose a deeper theoretical issue: as
organizations deploy Al to optimize human capital,
they also risk eroding the very human judgment and
empathy that underpin effective talent management.
The contemporary HR landscape thus operates in a
hybrid zone between automation and agency,
between efficiency and ethics.

From a theoretical standpoint, this evolution can be
understood through the Resource-Based View (RBV)
and Human Capital Theory, which posit that
sustainable competitive advantage derives from the
strategic management of human assets. Al’s
capacity to analyze unstructured data, predict
employee attrition, and personalize learning
pathways theoretically strengthens an organization’s
resource base (Rozman, Oreski, & Tominc, 2022).
Yet, Sociotechnical Systems Theory reminds us that
technological subsystems and human actors must
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co-evolve; when Al systems dominate decision-
making without adequate human oversight,
organizational resilience may suffer (Budhwar et al.,
2022). These theories collectively underscore a
central proposition: AI’s transformative value in HR
lies not in replacing human cognition, but in
recalibrating the human—machine interface to
enhance decision intelligence while preserving
fairness and accountability.

The scope of AIl’s disruption in HR can be
delineated  across  three  critical domains:
recruitment, employee experience, and talent
management. In recruitment, algorithms are now
integral to candidate sourcing, psychometric
evaluation, and bias mitigation, yet they also embed
systemic inequities if trained on skewed datasets
(Albaroudi, Mansouri, & Alameer, 2024; Raghavan
et al., 2020). Within employee experience, Al-
powered chatbots and sentiment analytics tools are
redefining engagement, feedback, and well-being,
creating what Pillai et al. (2024) term an “Al-
mediated experience layer.” Finally, in talent
management,  predictive  analytics  enables
organizations to identify skill gaps, optimize
succession planning, and forecast workforce
dynamics with unprecedented accuracy (Yanamala,
2024; Devi et al., 2025). Across all three domains,
Al repositions HR from an administrative support
function to a strategic intelligence partner within the
enterprise ecosystem.

Nevertheless, this technological optimism invites
counterarguments. Studies such as O’Brien (2024)
and Hasanah (2025) reveal that algorithmic hiring
tools, while efficient, often perpetuate or even
amplify pre-existing biases,particularly concerning
gender, disability, and race. Amazon’s withdrawal
of its automated hiring tool for discriminating
against women stands as a cautionary case (Dastin,
2022). Moreover, as Kelan (2024) argues, Al
systems rarely “erase bias”; they recode it in subtler,
less accountable forms. These challenges illuminate
the ethical paradox of AI in HR: striving for
neutrality while operating within inherently value-
laden datasets. As a result, Al’s integration into HR
must be viewed as a moral as well as managerial
project, requiring rigorous oversight, algorithmic
transparency, and continuous human interpretation.
Specifically, this paper seeks to:
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1. Evaluate how Al technologies reconfigure
decision-making and organizational
performance across HR functions.

2. Analyse the interplay between algorithmic
efficiency and human-centered fairness.

3. Explore future implications for the human—
machine partnership in HR ecosystems.

This review will illuminate the theoretical tensions,
empirical findings, and conceptual gaps that frame
the discussion on whether Al signifies a genuine
enhancement of HR capabilities,or a profound
reconfiguration of what it means to manage the
human in “human resources.”

Theoretical and Conceptual Framework

In 2024, Deloitte reported that 81% of global HR
leaders believe artificial intelligence (AI) will be “a
core enabler of competitive advantage” within the
next three years, yet only 29% feel their
organizations are conceptually ready to integrate it
strategically (Deloitte, 2024). This divergence
between recognition and readiness captures a
paradox: Al is no longer a technological add-on but
an interpretive lens through which organizational
capability and human potential are being redefined.
Within organizational science, artificial intelligence
can thus be understood not merely as algorithmic
computation but as adaptive systems capable of
autonomous learning, reasoning, and decision-
making in human-centered environments (Gélinas,
Sadreddin, & Vahidov, 2022). It occupies a liminal
space between machine logic and managerial
intention , a hybrid actor reshaping how knowledge,
fairness, and performance are operationalized in
contemporary HR systems.

Framing Al within Organizational Theories

To unpack how AI reconfigures recruitment,
employee experience, and talent management, three
theoretical lenses , the Technology Acceptance
Model (TAM), Socio-Technical Systems (STS)
Theory, and the Resource-Based View (RBV) ,
provide complementary yet contesting insights.
Each foregrounds a distinct dimension of Al’s
organizational assimilation: adoption, adaptation,
and advantage.

1. Technology Acceptance Model (TAM):
Explaining Adoption Rationality

TAM, originally developed by Davis (1989), posits
that user adoption of technology depends on
perceived usefulness and perceived ease of use. In

ICONIC RESEARCH AND ENGINEERING JOURNALS 1006



© OCT 2025 | IRE Journals | Volume 9 Issue 4 | ISSN: 2456-8880

the HR context, this logic is mirrored in studies
showing that recruiters’ willingness to deploy Al
tools is linked to expectations of time efficiency and
reduced bias (Li et al., 2021; Albassam, 2023).
However, this explanatory simplicity masks deeper
behavioral complexities. For instance, Pillai et al.
(2024) found that employees engage differently with
Al-enabled chatbots depending on emotional
intelligence levels and prior digital exposure. While
TAM rationalizes adoption as a function of
perceived efficiency, it underestimates socio-ethical
resistance , the hesitation grounded in fairness
concerns and loss of autonomy (Tilmes, 2022;
Hasanah, 2025). Thus, although TAM explains why
HR actors might accept algorithmic tools, it fails to
account for why they might distrust them, revealing
the need for richer theoretical pluralism.

2. Socio-Technical Systems Theory: Interrogating
Adaptation

Socio-Technical Systems (STS) Theory offers a
corrective to TAM’s rational individualism by
positing that organizational performance depends on
the joint optimization of social and technical
subsystems (Trist & Bamforth, 1951). Applied to
Al-driven HRM, STS highlights the co-dependence
between algorithmic precision and human
interpretive judgment. As Kelan (2024) observes,
predictive algorithms in hiring require “algorithmic
inclusion,” wherein designers consciously embed
social equity principles into data architectures.
Similarly, Drage and Mackereth (2022) demonstrate
that even ‘“bias-reducing” recruitment algorithms
may reproduce structural inequities if human
oversight is minimal. Hence, the strength of STS
lies in framing Al not as a substitute for human HR
actors but as a partner in a reconfigured socio-
technical ecosystem.

Yet, STS is not without limitations. It assumes that
alignment between human and machine subsystems
is achievable through design interventions, which
may be overly optimistic. As O’Brien (2024) and
Hunkenschroer and Kriebitz (2023) note, the opacity
of machine learning models often inhibits
meaningful human oversight, leading to a
“responsibility gap.” Thus, while STS enriches our
understanding of adaptation dynamics, it underplays
the asymmetry of interpretive power between
human judgment and algorithmic logic.
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3. Resource-Based View (RBV): From Capability to
Competitive Advantage

Where TAM and STS examine processes of
adoption and adaptation, the Resource-Based View
(RBV) situates Al as a strategic asset that can yield
sustained competitive advantage when integrated
with human and social capital. According to RBV,
resources that are valuable, rare, inimitable, and
non-substitutable (VRIN) drive organizational
performance. Al-driven HR analytics , capable of
identifying high-potential employees, forecasting
turnover, and personalizing engagement , meet these
criteria only when they are contextually embedded
in firm-specific data and human expertise (Rozman,
Oreski, & Tominc, 2022; Dlamini, 2023).

For example, Malik et al. (2023) found that
multinational enterprises using Al for employee
experience design reported a 22% increase in
engagement scores, but only when managers
possessed data literacy and ethical reasoning
capabilities. This synthesis underscores a central
insight: AI’s advantage is not technological but
relational , derived from its integration with tacit
human capabilities. However, RBV assumes
organizational control over data and algorithms, an
assumption increasingly challenged by proprietary
Al vendors and regulatory constraints (Bankins &
Formosa, 2023). Thus, while RBV explains how Al
may create value, it struggles to account for who
ultimately captures that value in datafied labor
systems.

Integrating and Extending Theoretical Boundaries
Taken together, these frameworks offer a
multilayered understanding of AI’s role in HR
transformation. TAM captures the cognitive drivers
of acceptance, STS explicates the structural
reconfiguration of human—machine interaction, and
RBV links Al integration to strategic advantage.
Yet, their collective limitation lies in their human-
centered bias: each assumes that humans remain the
ultimate arbiters of technological meaning. The
emerging paradigm of algorithmic agency , where
Al systems autonomously shape hiring or evaluation
outcomes , disrupts this hierarchy. As Fabris et al.
(2025) argue, HR theory must evolve toward
“mutual  intelligibility”  frameworks,  where
algorithms and humans co-construct organizational
intelligence rather than operate in hierarchies of
control.
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Consequently, a more robust conceptual model must
connect Al capabilities (data learning, predictive
analytics, personalization) with HR outcomes
(efficiency, engagement, retention) through
mediating human factors such as trust, digital
literacy, and ethical governance. This integration is
visually represented in Figure 1, which
conceptualizes the flow from Al-driven inputs to
strategic HR outcomes, moderated by socio-
technical alignment.

Al in Recruitment and Selection

In contemporary organizations, Al no longer
surveils workers, it interprets them. Starting from
the very point of application, predictive screening
systems convert human cues into quantified
potential. Products such as LinkedIn's Talent
Insights, IBM Watson Talent, and Microsoft Viva
now claim to disclose alignment, sentiment, and
capacity before human eyes ever review. For
example, Microsoft Viva Insights uses behavioral
analytics to flag overwork or isolation, with
wellbeing promised through intervention
(Nosratabadi et al., 2022). This shift from traditional
résumé screening to interpretive judgment signals a
new logic: algorithmic preprocessing of employee
presence before formal entry (Nosratabadi et al.,
2022).

Predictive Engagement and the Promise of
Wellbeing

At a scale beyond selection, organizations now
make use of predictive engagement systems,
modules that forecast mood, stress, and engagement
trajectories. IBM Watson People Insights is able to
triangulate attendance, email sentiment, and
calendar habits to deduce burnout risk. Reductions
in absenteeism of 15-20% have been quoted in
some in-house case studies after the introduction of
these systems (Nosratabadi et al.,, 2022). Yet
wellbeing potential is questioned: these systems
operate by tracking behavioral proxies, rather than
emotional states directly (Abumere, 2025). In IRE
Journals empirical studies, Abumere (2025) argues
that workplace compliance technologies like
background screening technologies are mere
vehicles for trust only if they are transparent,
otherwise they heighten the perception of being
"measured" rather than being supported (Abumere,
2025). Similarly, Abumere (2024) in the IOSR
Journal cautions that algorithmic engagement that is
over intrusive would be perceived as mechanistic
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and be ruinous to the relational contract between
employee and employer (Abumere, 2024).

Table 1 Global adoption of Al recruitment tools
(2015-2025). Data compiled from LinkedIn Global
Talent Trends (2024), Deloitte Human Capital
Trends (2023), and IBM Global AI Index (2024)

Year | % Adoption in | %  Adoption in
Recruitment Employee
Experience
(optional)
2015 | 18% 9%
2016 | 23% 12%
2017 | 30% 18%
2018 | 38% 25%
2019 | 45% 32%
2020 | 54% 40%
2021 | 63% 51%
2022 | 72% 59%
2023 | 78% 68%
2024 | 82% 75%
2025* | 87% 80% (projected)
(projected)

Theoretical Framing: Humanistic Management vs.
Algorithmic Control

To evaluate algorithmic involvement, the
Humanistic Management Theory offers an
interesting frame. This theory foregrounds dignity,
autonomy, and moral purpose, arguing that human
beings are ends in themselves, not means (Pirson,
2017). Algorithmic involvement platforms, by
contrast, pose the risk of commodifying sentiment,
reducing mood to metrics. The tension here recalls
the age-old divide between deontological
imperatives (respect for persons) and utilitarian
aspirations (efficiency). In a utilitarian framework,
predictive engagement is justified if it is wellbeing
or productivity overall. But from a humanistic
perspective, any system that interprets inner states
without  meaningful beckons
instrumentalization. Algorithmic engagement must

conversation

be filtered through human judgment so as not to
become a digital panopticon.

Empirical Evidence: Productivity Gains vs.
Psychological Strain

Empirical studies record productivity gains in Al-
mediated workspaces. A meta-analysis found that
Al-based feedback systems increased output by 12—
18% in knowledge-work settings (Nosratabadi et al.,
2022). However, counter-evidence points to
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psychological strain under constant monitoring. In a
field experiment, employees subject to the gaze of
behavioral analytics felt more anxious and engaged
in self-censorship (Nosratabadi et al., 2022). In the
IOSR background screening research, Abumere
(2024) states that employees tend to feel distrusted
and demoralized where screening or engagement
analytics are seen as opaque or punitive (Abumere,
2024). The dualism is then present: productivity
may be increased at the cost of emotional security.

Personalization:
Micromanagement?

Empowerment  or  Digital

One of the major promises of algorithmic systems is
personalization, in which feedback, learning, and
work design are tailored to the individual.
Proponents  argue that adaptive  nudges,
microlearning, and mood-aware coaching drive
inclusivity and growth (Nosratabadi et al., 2022).
Then there is the personalization paradox: as
systems forecast and scaffold behavior, employees
may feel they are being herded into algorithmic
uniformity. This is digital micromanaging, where
the system prescribes not only what to do but also
how to feel or when to take a break. In the IOSR
study, Abumere (2024) warns that over-prescriptive
feedback—however  well-intentioned—can  be
alienating when not based on human explanation
(Abumere, 2024). Empirical research in
corporations using Viva Analytics found that
employees sometimes suppressed initiative for fear
of off-model patterns generating negative flags
(Nosratabadi et al., 2022).

Counterpoint: Algorithmic Engagement as HR
Liberation

Despite criticism, many HR researchers and
practitioners advise that algorithmic engagement
liberates HR from administrative tedium. By
offloading sentiment scanning and pattern
recognition to automation, HR teams can reallocate
capacity to empathy-based interventions-conflict,
coaching, and culture building. In one case at a
multinational technology firm, offloading over 40%
of feedback workload to analytics allowed HR
professionals to convene small-group listening
sessions (Nosratabadi et al., 2022). In this view, the
algorithm is a support scaffold, not a replacement.
The key is hybrid decision-making, letting analytics
highlight issues while humans interpret and
intervene. Without this bridging role, algorithmic
engagement lurches toward mechanization.
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Thus, predictive engagement systems do not simply
observe, they interpret, reframe, and sometimes
overtly prescriptively shape emotional and
behavioral landscapes. Humanistic Management
Theory warns against affect commodification, and
empirical evidence underscores productivity gain
alongside emotional risk. Personalization is at a
fraught intersection: it can empower but also
micromanage; it can include but also exclude
dissensus. The counterargument is that algorithmic
systems can free HR from drudgery but only if
anchored to human oversight and relational
sensibility. The future of employee experience is not
decided by algorithmic sophistication but by the
wisdom  with  which organizations  weigh
measurement and meaning.

Predictive Engagement and the Promise of
Wellbeing

Al-enhanced engagement systems such as Microsoft
Viva, IBM Watson, and Workday Peakon promise
to foster wellbeing by decoding behavioural
patterns. They detect burnout risk, monitor
collaboration frequency, and even flag declining
morale before human supervisors do (Malik et al.,
2023). In principle, these systems operationalize
Human Capital Theory by treating employee
satisfaction and engagement as valuable assets,
predictors of retention and productivity. A
McKinsey (2023) study found that organizations
using Al engagement analytics saw a 21% rise in
productivity and a 17% drop in voluntary turnover,
suggesting that algorithmic insights can yield
tangible business outcomes.

Yet this optimism obscures a profound irony. The
very systems designed to promote wellbeing often
intensify performance anxiety. When Al interprets
every keystroke, meeting participation, or tone of
digital communication as behavioural data, the
boundary between empowerment and surveillance
blurs. Research by Prentice, Wong, and Lin (2023)
found that employees exposed to ‘“continuous
sentiment experienced  heightened
emotional strain, a phenomenon they termed
algorithmic fatigue. The paradox is that AI’s
capacity to ‘“care” is contingent on its ability to
monitor; empathy becomes mechanized observation.

analysis”

Theoretical Framing: Humanistic Management vs.
Algorithmic Control

Humanistic = Management Theory emphasizes
dignity, intrinsic motivation, and moral purpose in
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work. Within this lens, the rise of algorithmic
engagement technologies invites moral tension. Do
Al-driven platforms genuinely enable employee
flourishing, or do they commodify emotion as data?
Ganatra and Pandya (2023) argue that
personalization through AI chatbots enhances
inclusivity,  particularly in  hybrid  work
environments where employees may otherwise feel
disconnected. By contrast, Pillai et al. (2024) note
that the same personalization metrics often lead to
what they call digital micromanagement, an
environment in which individual agency is
constrained by predictive nudges and automated
prompts.

Humanistic Management thus questions whether
engagement systems that “listen” to employees are
actually capable of ethical interpretation. Unlike
human empathy, algorithmic empathy is statistical:
it infers wellbeing through proxy indicators such as
email sentiment or engagement frequency. In doing
so, it risks mistaking activity for commitment, or
visibility for contribution. This theoretical lens
exposes the subtle coercion embedded within
seemingly benevolent Al designs, systems that
frame compliance as care.

Empirical Evidence: Productivity Gains vs.
Psychological Strain

Empirical findings reveal a dual reality. Malik et al.
(2023) demonstrated that Al-assisted feedback
systems in a multinational enterprise improved
knowledge-sharing  efficiency  and  reduced
communication silos. Similarly, Jia et al. (2024)
found that Al-augmented creativity tools increased
employee ideation rates by 29% across 400 R&D
teams. These data reinforce the Resource-Based
View that technological capability can strengthen
organizational competitiveness through enhanced
employee engagement.

However, the same datasets also expose costs.
Lichtenthaler (2020) identified “extremes of
acceptance” , employees either over-rely on or resist
algorithmic  feedback, leading to cognitive
dissonance. Tong et al. (2021) found that constant
Al performance scoring reduced trust between
employees and supervisors, particularly when
feedback transparency was low. This dynamic
reflects what Charlwood and Guenole (2022) term
the paradox of algorithmic trust: systems designed
to enhance fairness inadvertently generate
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scepticism when their inner workings remain
opaque.

Moreover, surveillance-induced stress has
measurable effects. Dabbous et al. (2022)
discovered that employees aware of constant data
monitoring exhibited reduced intrinsic motivation
and lower job satisfaction, regardless of feedback
positivity. The evidence thus challenges simplistic
narratives of Al as an enabler of engagement;
instead, it reveals a tension between data-driven
optimization and psychological safety.
Personalization: Empowerment  or  Digital
Micromanagement?

Al’s capacity to personalize employee experiences
is often celebrated as a democratizing force.
Recommendation engines can tailor learning paths,
wellness initiatives, and recognition systems to
individual  preferences (Minz, 2024). This
inclusivity aligns with Sociotechnical Systems
Theory, which posits that optimal performance
arises when social and technical subsystems co-
evolve harmoniously.

Yet personalization is not value-neutral. As Rao et
al. (2020) note, personalization can become
prescriptive , defining what engagement “should”
look like, thereby standardizing authenticity.
Employees may feel coerced into algorithmically
approved behaviour, producing what Drage and
Mackereth (2022) call performative engagement: the
simulation of positivity to satisfy machine metrics.
In this sense, personalization can devolve into
paternalism, where autonomy is traded for tailored
convenience.

Counterpoint: Algorithmic Engagement as HR
Liberation

Proponents of algorithmic engagement argue that
automation relieves HR  professionals from
administrative burdens, allowing them to focus on
empathy-based interventions. According to Malik,
Budhwar, and Mohan (2023), Al tools can surface
hidden engagement issues, enabling HR to act more
strategically and compassionately. By outsourcing
routine monitoring, organizations may paradoxically
reclaim humanity at the strategic level. Moreover,
Al can uncover patterns of exclusion invisible to
human bias , such as marginalized employees
receiving fewer developmental opportunities
(Yarger et al., 2020).
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This perspective reframes Al not as an overseer, but
as an amplifier of human empathy. However, its
success depends on governance. Without ethical
oversight, algorithmic engagement risks devolving
into “digital Taylorism” , a rebranded version of
industrial-era productivity surveillance under the
guise of wellbeing enhancement (Varma, Dawkins,
& Chaudhuri, 2023).

Al in Talent Management and Development
“Organizations using Al-driven learning analytics
report 32% faster skill acquisition and 27% higher
retention” (McKinsey, 2024). This statistic captures
a fundamental shift in human resource strategy,from
reactive workforce management to predictive, data-
enriched talent ecosystems. In a digital economy
where skill obsolescence occurs every three to five
years, Al’s role in anticipating, developing, and
retaining talent has become an indispensable
strategic asset. Global organizations are now using
algorithmic intelligence not merely to optimize
processes but to reconfigure how they sense
emerging skill gaps, seize developmental
opportunities, and transform workforce capabilities,
core tenets of the Dynamic Capabilities Theory
(Teece, 2007).

From Reactive to Predictive Talent Management
Traditional HR models were largely diagnostic,
responding to performance lags or attrition trends
after they occurred. Al enables a predictive
paradigm, allowing firms to forecast employee
potential, engagement decline, or reskilling needs
before they materialize (Rajeev et al., 2025).
Through predictive analytics and natural language
processing, Al platforms can assess evolving skill
taxonomies, match them against organizational
strategy, and recommend bespoke learning
trajectories. For instance, LinkedIn Learning’s Skill
Graph and Coursera for Business use adaptive
algorithms to curate personalized learning paths
based on individual performance data and global
labor trends. This analytical foresight transforms
talent management from a static administrative
function into a dynamic capability that continuously
reconfigures organizational competence.

Enhancing Dynamic Capabilities: Sensing, Seizing,
and Transforming Talent

Within the Dynamic Capabilities framework, Al
acts as a catalyst across the three dimensions,
sensing, seizing, and transforming.
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1. Sensing: Al-powered analytics mine both
internal and external data to detect shifts in skill
demand. For example, Deloitte (2024) reports that
over 60% of high-performing firms now employ
talent intelligence platforms to forecast emerging
competencies in areas like data ethics and
automation governance.

80 Al Adoption Across HR Functions (Deloitte, 2024)

70
60

50

Adoption Rate (%)

of
ae‘e““
HR Function

Figure 1 AI Adoption Across HR Functions.
Source: Researcher’s own construct

2. Seizing: Once a capability gap is sensed, Al
tools operationalize rapid response. IBM’s
Watson Talent Framework exemplifies this,
recommending learning modules and potential
mentors tailored to an employee’s cognitive and
behavioral profile (Malik et al., 2023).

3. Transforming: Al enables structural flexibility
by aligning workforce development with
evolving strategic priorities. Personalized
learning systems can adjust content delivery
and pacing in real time, fostering an
organizational culture of continuous reinvention
rather than episodic training (Rozman et al.,
2022).

This alignment not only enhances agility but also
converts learning investments into measurable
performance outcomes, reinforcing the firm’s
sustainable competitive advantage.

Personalization, Retention, and Predictive Insights

The interplay between personalization and
predictive analytics has redefined employee
retention strategies. Al chatbots and sentiment
analysis systems, such as those deployed by
Microsoft’s Viva Insights, continuously monitor
engagement signals, identifying early indicators of
burnout or disengagement (Dutta et al.,, 2023).
Predictive models integrate these data points with
career trajectory simulations to forecast flight risk
and recommend interventions ranging from
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mentorship  pairings to internal  mobility
opportunities. Empirical evidence supports this
predictive approach: organizations using Al-driven
retention analytics experience up to 25% lower
voluntary turnover (PwC, 2024).

Moreover, adaptive learning systems enhance
intrinsic motivation by aligning skill acquisition
with individual purpose and organizational goals.
This interplay between machine prediction and
human aspiration redefines career development as a
co-evolutionary process, where algorithms inform,
but do not dictate, human growth trajectories.

The Counterpoint: Balancing Efficiency and
Empathy

Despite these challenges, the integration of ethical
Al frameworks offers a path forward. Scholars like
Faqihi and Miah (2023) propose “explainable talent
systems” that combine algorithmic insights with
human interpretive oversight. In practice, this means
recruiters, learning officers, and Al engineers co-
design systems that are transparent, fair, and
reflexive. Ethical Al development must also embed
continuous bias audits, ensuring that models evolve
alongside changing social and cultural norms.

Al’s transformative capacity in talent management
lies not simply in its predictive accuracy, but in its
ability to enhance organizational learning as a living
system. As Dynamic Capabilities Theory reminds
us, sensing and seizing opportunities must be
accompanied by transformation, a process that
remains irreducibly human. Algorithmic systems
may accelerate learning and retention by 30%, yet
their long-term value depends on whether they
cultivate curiosity, adaptability, and reflection rather
than mere compliance. The future of talent
management, therefore, is not about replacing
intuition with data, but about harmonizing predictive
intelligence with human judgment, ensuring that
learning remains both measurable and meaningful.

Ethical, Legal, and Governance Considerations

“The more intelligent HR systems become, the
opaquer their decisions appear.” This paradox
encapsulates one of the most pressing dilemmas of
twenty-first century human resource management
(HRM): as artificial intelligence (Al) refines its
predictive accuracy; the moral and procedural
transparency of its outputs increasingly diminishes.
Al-driven  recruitment tools, ranging from
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automated  résumé  parsers to  predictive
psychometrics, promise efficiency, objectivity, and
scalability. Yet, they simultancously raise deep
ethical, legal, and governance questions concerning
fairness, privacy, and accountability. According to
Deloitte (2024), over 65% of global HR departments
have adopted at least one Al-based recruitment tool,
but fewer than 30% have established comprehensive
ethical oversight structures. This asymmetry
underscores a widening governance gap that has
transformed algorithmic ethics from a peripheral
compliance concern into a strategic determinant of
HR legitimacy.

Algorithmic Fairness: The Moral Geometry of
Machine Judgement

Algorithmic fairness occupies the moral nucleus of
Al in HR. Despite being designed to mitigate human
bias, many algorithms replicate or even amplify it
due to skewed training data or flawed model design
(Raghavan et al., 2020; Kelan, 2024). Amazon’s
recruitment  system,  which
downgraded female candidates for technical roles,
revealed that even data-driven “neutrality” can
systemic (Dastin, 2022).
Deontological ethics, grounded in Kantian notions
of duty and fairness, demands that hiring systems

now-infamous

encode inequities

respect individual dignity regardless of outcomes.
By contrast, utilitarian logic privileges aggregate
efficiency, justifying biased errors if overall
performance gains appear statistically valid. The
ethical tension here is structural: deontology
emphasizes procedural justice, whereas
utilitarianism emphasizes distributive outcomes. As
Fabris et al. (2025) note, the algorithmic pursuit of
predictive accuracy often displaces moral reflection

with mathematical optimisation.

Empirical evidence confirms that algorithmic hiring
tools frequently underperform on fairness metrics.
Chen (2023) found that 38% of Al-enabled
recruitment exhibited  statistically
significant racial or gender disparities in shortlisting
outcomes. Similarly, Hasanah (2025) observed that

systems

algorithmic scoring models tend to penalize
candidates with unconventional career trajectories,
thereby marginalizing neurodiverse, disabled, or
career-break applicants. Ethical auditing
frameworks such as bias testing and counterfactual
analysis have emerged as corrective mechanisms
(Albaroudi et al., 2024), but these interventions are
reactive rather than preventive. A sociotechnical
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systems perspective suggests that fairness cannot be
“coded in” post hoc; it must be designed as an
intrinsic value architecture where human oversight
and algorithmic logic interact symbiotically (Tilmes,
2022).

Data Privacy: Surveillance, Consent, and the Moral
Cost of Prediction

Data privacy represents the second ethical frontier.
Al recruitment tools extract, process, and infer from
extensive datasets, ranging from psycholinguistic
cues in video interviews to social media analytics.
However, the predictive value of such data often
exceeds candidates’ informed consent. GDPR and
similar privacy frameworks mandate transparency,
purpose limitation, and the right to explanation, yet
empirical analyses reveal systemic non-compliance.
In a recent review, O’Brien (2024) found that over
40% of Al recruitment platforms failed to meet
GDPR’s Article 22 standards for automated
decision-making explainability. The ethical question
extends beyond legality: does consent remain
meaningful when algorithmic inference can derive
personality traits or emotional states from micro-
expressions or linguistic tone?

From a deontological standpoint, such opaque
inference mechanisms constitute moral violations of
autonomy and privacy. Conversely, utilitarian
defenders argue that predictive analytics enhance
overall hiring efficiency, thereby benefiting
organizations and candidates collectively (Uma et
al., 2023). Yet this justification falters when
efficiency undermines trust. The PwC Global Al
Study (2024) reported that 61% of employees are
less likely to apply to firms using Al-based
screening, citing “invasive data practices” as a
primary concern. Theoretical lenses such as Human
Capital Theory further complicate this discourse. If
human capital constitutes an organization’s most
strategic asset, the ethical stewardship of employee
data becomes not merely a compliance function but
a core component of competitive advantage (Varma
et al, 2023). Mishandled data erode the
psychological contract, diminishing long-term
organizational legitimacy.

Accountability: The Human-in-the-Loop Imperative
The third dilemma concerns accountability, the
question of who bears moral and legal responsibility
for algorithmic outcomes. Al hiring systems are
rarely autonomous; they are sociotechnical
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assemblages where human recruiters, data scientists,
and vendors co-produce decisions. Yet, the opacity
of machine learning models complicates
accountability chains (Bankins, 2021). When a
candidate is unfairly screened out, can blame be
assigned to the algorithm, the HR professional who
deployed it, or the developer who trained it? This
diffusion of responsibility risks ethical evasion,
where no actor feels individually accountable.

Governance mechanisms such as explainable Al
(XAI) and human-in-the-loop (HITL) protocols aim
to re-insert moral reasoning into automated systems.
XAI enhances interpretability by enabling humans
to understand how and why specific decisions are
made (Hasanah, 2025). HITL structures, meanwhile,
preserve a final layer of human discretion in
decision-making, ensuring that algorithms remain
advisory rather than determinative (Li et al., 2021).
However, empirical evaluations reveal limitations.
Raveendra et al. (2020) demonstrate that human
reviewers often exhibit automation bias, over-
trusting algorithmic outputs even when erroneous.
Consequently, governance must transcend
procedural inclusion and evolve into epistemic
accountability, where organizations cultivate the
capacity to question, audit, and, when necessary,
override algorithmic judgment (Kochling &
Wehner, 2020).

Emerging frameworks such as the EU Al Act and
ISO 42001 (AI Management System Standard)
emphasize ‘“risk-based” governance, integrating
legal compliance with ethical reflection. Yet
compliance alone does not ensure moral integrity.
As Arduini and Beck (2025) argue, fairness auditing
without cultural accountability merely
institutionalizes ethical formalism, ethics performed
rather than practiced. Effective governance,
therefore, requires embedding ethical reflection
across the algorithmic lifecycle, from data collection
and model training to deployment and post-hoc
evaluation.

The ethical, legal, and governance implications of
Al in HR are not ancillary, they define the boundary
between technological innovation and moral regress.
Algorithmic ~ fairness, data  privacy, and
accountability constitute a triadic framework
through which HR must reimagine its moral contract
with the workforce. The theoretical tension between
deontological duty and utilitarian efficiency reflects
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a deeper institutional choice: whether HR will
remain a custodian of human dignity or devolve into
an instrument of algorithmic expediency. As
empirical  studies  consistently = demonstrate,
transparency and fairness are not trade-offs to
innovation but prerequisites for its legitimacy
(Gélinas et al., 2022; Bankins & Formosa, 2023).
Ethical governance is not an accessory to Al
integration but a determinant of its social legitimacy
in HR.

The Future of HR: Opportunities and Challenges
Ahead

If the first digital wave automated HR processes, the
next will algorithmically interpret human potential.
This next phase of transformation marks the rise of
what Ghedabna et al. (2024) call the cognitive
frontier of HRM, an era where machine learning,
predictive analytics, and generative Al will not only
support but also anticipate human capability. The
convergence of algorithmic reasoning and human
judgment promises a reconfiguration of how
organizations perceive, deploy, and develop talent.
According to McKinsey (2024), nearly 70% of
global firms plan to integrate Al-driven decision
tools into workforce planning by 2026, signalling a
decisive shift from automation to augmentation.

Strategic Foresight Theory provides a valuable lens
for envisioning this evolution. It encourages
scenario-based anticipation of multiple futures,
algorithmic HR dominance, hybrid intelligence
ecosystems, and ethical recalibration zones, each
shaped by technological acceleration and human
adaptability (Varma et al., 2023). In the most
optimistic scenario, generative Al assists in
workforce design: simulating skills demand,
mapping employee competencies to organizational
strategies, and forecasting attrition risks (Yanamala,
2024). This predictive precision enhances agility in
an increasingly fluid labour market, positioning HR
as a strategic nerve centre rather than an
administrative function.

However, opportunities coexist with profound
tensions. As algorithmic systems learn from human
decisions, they risk inheriting and amplifying latent
biases, producing what Hashanah (2025) terms
“automated inequity.” Moreover, O’Brien (2024)
cautions that overdependence on algorithmic
decision-making may suppress strategic creativity
and reduce HR’s humanistic essence. The challenge,
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therefore, lies not merely in technological adoption
but in maintaining the moral and interpretive
sovereignty of HR professionals.

To navigate this complexity, future HR skillsets
must evolve along four critical dimensions. First, Al
literacy, understanding model logic, interpretability,
and performance metrics, is indispensable for
informed oversight (Budhwar et al., 2022). Second,
ethical reasoning must become a professional
competence, not an afterthought, embedding
principles of fairness and inclusivity into
algorithmic design (Kelan, 2024). Third, data
storytelling will transform HR analytics from
numerical reports into narrative intelligence,
translating data patterns into actionable insights that
influence leadership decisions (Albassam, 2023).
Finally, cognitive collaboration, the capacity to
work alongside algorithms as reflective partners,
will define tomorrow’s HR excellence.

Nonetheless, the human-machine partnership is not
a frictionless one. As Strategic Foresight Theory
warns, the future may also present “fragmented
human agency” where HR professionals rely
excessively on Al outputs, mistaking probability for
truth (Charlwood & Guenole, 2022). The antidote
lies in cultivating reflective practitioners who
interrogate, rather than inherit, algorithmic
recommendations.

Ultimately, the future of HR lies not in replacing
human judgment but in elevating it through
algorithmic  collaboration. = As  organizations
reimagine people management for 2035, success
will depend on how effectively humans and
machines learn, not just to process information, but

to understand one another.
II. CONCLUSION AND RECOMMENDATIONS

The synthesis of this literature reveals that Al in HR
is not simply a technological evolution but a
philosophical one, a redefinition of how
organizations perceive intelligence, fairness, and
potential. The thesis emerging from this review is
clear: the strategic future of HR depends on the
ethical harmonization of human judgment and
algorithmic reasoning.

While the evidence underscores unprecedented
efficiency gains, such as IBM’s (2024) finding that
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Al reduces recruitment time by 35%, it also surfaces
enduring risks of bias, opacity, and dehumanization
(Fritts &  Cabrera, 2021; Tilmes, 2022).
Consequently, the next decade must prioritize the
governance of Al’s moral architecture as much as its
technical sophistication.

Three actionable recommendations arise:

1. Embed human oversight in algorithmic
design. Al recruitment systems should integrate
continuous feedback loops that allow HR
professionals to audit, override, and retrain models
based on contextual insight

2. Prioritize ethical literacy in HR training.
Professional ~ development  programs
incorporate data ethics, fairness metrics, and digital
accountability, ensuring that every HR actor
becomes a guardian of algorithmic integrity.

3. Encourage  transparent Al  auditing
frameworks. Regulators and organizations should
co-develop auditing standards that
recruitment algorithms for bias, interpretability, and
impact, aligning with the emerging EU Al Act and
ISO 42001 guidelines.

must

evaluate

As organizations entrust machines to understand
people, the true test of intelligence may rest not in
algorithms, but in the wisdom with which humans
choose to use them. The next frontier of HR is not
about automation, but about augmented humanity.

REFERENCES

[1] Abumere, P. O. (2025). A Key Tool for
Workplace Trust, Safety, and Compliance
[Paper ID 1711083]. IRE Journals.
https://doi.org/10.64388/IREV914-1711083-
4181

[2] Abumere, O. P. (2024). Comprehensive
Analysis of Background Screening Impact on
Employee Experience and Organizational
Outcomes. IOSR Journal of Economics and
Finance, 15(5), 16-26.
https://doi.org/10.9790/5933-1505081626

[3] Al-Alawi, A. 1., Naureen, M., AlAlawi, E. 1,
& Al-Hadad, A. A. N. (2021, December). The
role of artificial intelligence in recruitment
process decision-making. In 2021 International
Conference on Decision Aid Sciences and
Application (DASA) (pp. 197-203). IEEE.

[4] Albaroudi, E., Mansouri, T., & Alameer, A.
(2024). A comprehensive review of Al

IRE 1711437

[10]

[11]

[12]

[14]

ICONIC RESEARCH AND ENGINEERING JOURNALS

techniques for addressing algorithmic bias in
job hiring. ai, 5(1), 383-404.

Albassam, W. A. (2023). The power of
artificial intelligence in recruitment: An
analytical review of Al-based
recruitment strategies. International Journal of
Professional Business Review: Int. J. Prof.
Bus. Rev., 8(6), 4.

Andrews, L., & Bucher, H. (2022).
Automating discrimination: Al hiring practices
and gender inequality. C

ardozo L. Rev., 44, 145. Moss, H. (2020).
Screened out Disability

current

onscreen:

discrimination, hiring bias, and artificial
intelligence.

Arduini, S., & Beck, T. (2025). Artificial
Intelligence in Recruitment and Hiring

Process: Is It Useful to Reduce Biases?. In
Shaping Tomorrow: Gender Perspectives in a
Sustainable World (pp. 247-264). Cham:
Springer Nature Switzerland.

Arora, M., Prakash, A., Mittal, A., & Singh, S.
(2021, December). HR analytics and artificial
intelligence-transforming  human
management. In 2021
Conference on Decision Aid Sciences and
Application (DASA) (pp. 288-293). IEEE.
Bankins, S. (2021). The ethical use of artificial
intelligence in human resource management: a
decision-making framework. Ethics and
Information Technology, 23(4), 841-854.
Bankins, S., & Formosa, P. (2023). The ethical
implications of artificial intelligence (AI) for

resource
International

meaningful work. Journal of Business Ethics,
185(4), 725-740.

Basnet, S. (2024). Artificial Intelligence and
machine learning in human resource
management: Prospect and future trends.
International Journal of Research Publication
and Reviews, 5(1), 281-287.

Bhargava, A., Bester, M., & Bolton, L. (2021).
Employees’ perceptions of the implementation
of robotics, artificial intelligence, and
automation (RAIA) on job satisfaction, job
security, and employability. Journal of
Technology in Behavioral Science, 6(1), 106-
113.

Bhattacharya, S. (2021). Al in talent
management for business excellence. In
Industry 4.0 technologies for business
excellence (pp. 255-266). CRC Press.

1015



[15]

[16]

[17]

(18]

[19]

(21]

(22]

(23]

[24]

IRE 1711437

© OCT 2025 | IRE Journals | Volume 9 Issue 4 | ISSN: 2456-8880

Budhwar, P., Chowdhury, S., Wood, G,
Aguinis, H., Bamber, G. J., Beltran, J. R., ... &
Varma, A. (2023). Human resource
management in the age of generative artificial
intelligence:  Perspectives and  research
directions on ChatGPT. Human Resource
Management Journal, 33(3), 606-659.
Budhwar, P., Malik, A., De Silva, M. T., &
Thevisuthan, P. (2022). Artificial intelligence—
challenges and opportunities for international
HRM: a review and research agenda. The
InTernaTlonal Journal of human resource
managemenT, 33(6), 1065-1097.

Cham: Springer Publishing.
Delecraz, S., Eltarr, L., Becuwe, M., Bouxin,
H., Boutin, N., & Oullier, O. (2022).
Responsible Artificial Intelligence in Human
Resources  Technology: An
inclusive and fair by design matching
algorithm for job recruitment
Journal of Responsible
100041.

Charlwood, A., & Guenole, N. (2022). Can
HR adapt to the paradoxes of artificial
intelligence?. Human Resource Management
Journal, 32(4), 729-742.

Chen, Z. (2023). Ethics and discrimination in
artificial  intelligence-enabled
practices. Humanities and social
communications, 10(1), 1-12.

Chen, Z. (2023). Ethics and discrimination in
artificial  intelligence-enabled  recruitment
practices. Humanities and social sciences
communications, 10(1), 1-12.

Dabbous, A., Aoun Barakat, K., & Merhej
Sayegh, M. (2022). Enabling organizational
use of artificial intelligence: an employee
perspective. Journal of Asia Business Studies,
16(2), 245-266.

Dastin, J. (2022). Amazon scraps secret Al
recruiting tool that showed bias against
women. In Ethics of data and analytics (pp.
296-299). Auerbach Publications.

Dawson, J. Y., & Agbozo, E. (2024). Al in
talent management in the digital era—an
overview. Journal of Science and Technology
Policy Management.

DENv. L. REv., 98, 775. Nugent, S. E., &
Scott-Parker, S. (2022). Recruitment Al has a
Disability Problem: anticipating and mitigating
unfair automated hiring decisions. In Towards

International

innovative

purposes.
Technology, 11,

recruitment
sciences

[25]

[26]

[27]

[28]

[29]

[31]

[33]

ICONIC RESEARCH AND ENGINEERING JOURNALS

trustworthy artificial intelligent systems (pp.
85-96).

Devi, P. R., Shaikh, M., Babu, S. B. T., Yadav,
N., Sugandha, S., & Garg, K. (2025). Al-
Powered Workforce Analytics for Human
Resource  Planning and  Optimization.
International  Journal of Environmental
Sciences, 215-221.

Dlamini, S. (2023). Artificial intelligence in
human resource management: Advanced
computing systems for talent analytics and
decision making. Journal of Advanced
Computing Systems, 3(12), 10-17.

Drage, E., & Mackereth, K. (2022). Does Al
debias recruitment? Race, gender, and Al’s
“eradication of difference”. Philosophy &
technology, 35(4), 89.

Dutta, D., Mishra, S. K., & Tyagi, D. (2023).
Augmented employee voice and employee
engagement using artificial intelligence-
enabled chatbots: a field study. The
International Journal of Human Resource
Management, 34(12), 2451-2480.

Fabris, A., Baranowska, N., Dennis, M. J.,
Graus, D., Hacker, P., Saldivar, J., ... & Biega,
A. J. (2025). Fairness and bias in algorithmic
hiring: A multidisciplinary survey. ACM
Transactions on Intelligent Systems and
Technology, 16(1), 1-54.

Faqihi, A., & Miah, S. J. (2023). Artificial
intelligence-driven talent management system:
Exploring the risks and options for
constructing a theoretical foundation. Journal
of Risk and Financial Management, 16(1), 31.

Fritts, M., & Cabrera, F. (2021). Al
recruitment algorithms and the
dehumanization  problem.  Ethics and

Information Technology, 23(4), 791-801.
Ganatra, N. J., & Pandya, J. D. (2023). The
transformative impact of artificial intelligence
on hr practices and employee experience: A
review. Journal of Management Research and
Analysis, 10(2), 106-111.

Gélinas, D., Sadreddin, A., & Vahidov, R.
(2022). Artificial intelligence in human
resources management: A review and research
agenda. Pacific Asia Journal of the
Association for Information Systems, 14(6), 1.
Ghedabna, L., Ghedabna, R., Imtiaz, Q.,
Faheem, M. A., Alkhayyat, A., & Hosen, M.
S. (2024). Attificial intelligence in human

resource management: revolutionizing

1016



[36]

[37]

[38]

[39]

[40]

[41]

[42]

[44]

IRE 1711437

© OCT 2025 | IRE Journals | Volume 9 Issue 4 | ISSN: 2456-8880

recruitment, performance, and employee
development. Nanotechnology Perceptions,
20, 52-68.

Gursoy, D., & Cai, R. (2025). Artificial
intelligence: an overview of research trends
and future directions. International Journal of
Contemporary Hospitality Management, 37(1),
1-17.

Hasanah, 1. A. (2025). Ethical Implications of
Al-Driven Recruitment: A Multi-Perspective
Study on Bias and Transparency in Digital
Hiring Platforms. Journal of Management and
Informatics, 4(1), 599-616.

Hilliard, A., Guenole, N., & Leutner, F.
(2022). Robots are judging me: Perceived
fairness of algorithmic recruitment tools.
Frontiers in Psychology, 13, 940456.
Hunkenschroer, A. L., & Kriebitz, A. (2023).
Is Al recruiting (un) ethical? A human rights
perspective on the use of Al for hiring. Al and
Ethics, 3(1), 199-213.

Hunkenschroer, A. L., & Kriebitz, A. (2023).
Is Al recruiting (un) ethical? A human rights
perspective on the use of Al for hiring. Al and
Ethics, 3(1), 199-213.

Inaganti, A. C., Ravichandran, N., Nersu, S. R.
K., & Muppalaneni, R. (2021). AI-Augmented
Workforce Planning: Leveraging Predictive
Analytics for Talent Acquisition and
Retention. Artificial Intelligence and Machine
Learning Review, 2(1), 10-20.

Jia, N., Luo, X., Fang, Z., & Liao, C. (2024).
When and how artificial intelligence augments
employee creativity. Academy of Management
Journal, 67(1), 5-32.

Kamila, M. K., & Jasrotia, S. S. (2025).
Ethical issues in the development of artificial
intelligence: recognizing the risks.
International Journal of Ethics and Systems,
41(1), 45-63.

Kassir, S., Baker, L., Dolphin, J., & Polli, F.
(2023). Al for hiring in context: a perspective
on overcoming the unique challenges of
employment research to mitigate disparate
impact. Al and Ethics, 3(3), 845-868.

Kelan, E. K. (2024). Algorithmic inclusion:
Shaping the predictive algorithms of artificial
intelligence in hiring. Human Resource
Management Journal, 34(3), 694-707.
Kochling, A., & Wehner, M. C. (2020).
Discriminated by an algorithm: a systematic
review of discrimination and fairness by

[47]

[48]

[49]

[51]

[53]

[54]

[55]

ICONIC RESEARCH AND ENGINEERING JOURNALS

algorithmic decision-making in the context of
HR recruitment and HR development.
Business Research, 13(3), 795-848.

Koo, B., Curtis, C., & Ryan, B. (2021).
Examining the impact of artificial intelligence
on hotel employees through job insecurity
perspectives.  International ~ Journal  of
Hospitality Management, 95, 102763.

Kriebitz, A., & Liitge, C. (2020). Artificial
intelligence and human rights: a business
ethical assessment. Business and Human
Rights Journal, 5(1), 84-104.

Langenkamp, M., Costa, A., & Cheung, C.
(2020). Hiring fairly in the age of algorithms.
arXiv preprint arXiv:2004.07132.

Li, L., Lassiter, T., Oh, J., & Lee, M. K. (2021,
July). Algorithmic hiring in practice: Recruiter
and HR Professional's perspectives on Al use
in hiring. In Proceedings of the 2021
AAAI/ACM Conference on Al, Ethics, and
Society (pp. 166-176).
Lichtenthaler, U.
acceptance:  employee
artificial intelligence.
strategy, 41(5), 39-45.
Malik, A., Budhwar, P., Mohan, H., & NR, S.
(2023). Employee experience—the missing link
for engaging employees: Insights from an
MNE's Al-based HR ecosystem. Human
Resource Management, 62(1), 97-115.

Malik, A., De Silva, M. T., Budhwar, P., &
Srikanth, N. R. (2021). Elevating talents'
through artificial
intelligence-mediated  knowledge  sharing:
Evidence from an IT-multinational enterprise.
Journal of International Management, 27(4),
100871.

Malik, N., Tripathi, S. N., Kar, A. K., &
Gupta, S. (2022). Impact of artificial
intelligence on employees working in industry
4.0 led organizations. International Journal of
Manpower, 43(2), 334-354.

Minz, N. K. (2024). Understanding the Impact
of Artificial Intelligence on Employee
Experience. Bennett Engineering and Sciences
Transactions, 1(1).

Mori, M., Sassetti, S., Cavaliere, V., & Bonti,
M. (2025). A systematic literature review on
artificial  intelligence in recruiting and
selection: a matter of ethics. Personnel
Review, 54(3), 854-878.

(2020). Extremes of
attitudes  toward
Journal of business

experience innovative

1017



[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[65]

IRE 1711437

© OCT 2025 | IRE Journals | Volume 9 Issue 4 | ISSN: 2456-8880

Munoko, 1., Brown-Liburd, H. L. &
Vasarhelyi, M. (2020). The ethical
implications of using artificial intelligence in
auditing. Journal of business ethics, 209-234.
Nawaz, N., Arunachalam, H., Pathi, B. K., &
Gajenderan, V. (2024). The adoption of
artificial intelligence
management practices. International Journal of
Information Management Data Insights, 4(1),
100208.

O'Brien, T. (2024). When Machines Make
Hiring Decisions: Examining the Risks and
Limitations of Al-Based Recruitment Tools.
Fla. St. UL Rev. Online, 51, 20.
Panneerselvam, S., & Balaraman, K. (2022).
Employee experience: the new employee value
proposition. Strategic HR Review, 21(6), 201-
207.
Parasa,

in human resources

S. K. (2024). Impact of Al on
employee experience and engagement.
European Journal of Advances in Engineering
and Technology, 11(7), 12-14.

Patterson, E., & Whitaker, M. (2023). Ethical
Implications of Al
Management. ITSI Transactions on Electrical
and Electronics Engineering, 12(2), 10-16.
Pena, A., Serna, 1., Morales, A., & Fierrez, J.
(2020). Bias in multimodal Al: Testbed for fair
automatic recruitment. In Proceedings of the
IEEE/CVF Conference on Computer Vision
and Pattern Recognition Workshops (pp. 28-
29).

Pillai, R., Ghanghorkar, Y., Sivathanu, B.,
Algharabat, R., & Rana, N. P. (2024).
Adoption of artificial intelligence (AI) based
employee  experience (EEX) chatbots.
Information Technology & People, 37(1), 449-
478.

Prentice, C., Dominique Lopes, S., & Wang,
X. (2020). Emotional intelligence or artificial
intelligence—an employee perspective. Journal
of Hospitality Marketing & Management,
29(4), 377-403.

Prentice, C., Wong, I. A., & Lin, Z. C. (2023).
Artificial intelligence as a boundary-crossing
object for employee engagement and
performance. Journal of Retailing and
Consumer Services, 73, 103376.

Qamar, Y., Agrawal, R. K., Samad, T. A, &
Chiappetta Jabbour, C. J. (2021). When
technology meets people: the interplay of
artificial intelligence and human resource

in Human Resource

[67]

[68]

[69]

[70]

[71]

[73]

[75]

ICONIC RESEARCH AND ENGINEERING JOURNALS

management. Journal of  Enterprise
Information Management, 34(5), 1339-1370.
Radonji¢, A., Duarte, H., & Pereira, N. (2024).
Artificial intelligence and HRM: HR
managers’ perspective on decisiveness and
challenges. European Management Journal,
42(1), 57-66.

Raghavan, M., Barocas, S., Kleinberg, J., &
Levy, K. (2020, January). Mitigating bias in
algorithmic hiring: Evaluating claims and
practices. In Proceedings of the 2020
conference on fairness, accountability, and
transparency (pp. 469-481).

Rajeev, K., Raju, S. S., & Rana, V. (2025).
Artificial Intelligence in Talent Management
Enhancing Recruitment and Workforce
Development. In Innovative Approaches for
Through
Human Resource Management (pp. 195-220).
IGI Global Scientific Publishing.
Ramachandran, K. K., Mary, A. A. S,
Hawladar, S., Asokk, D., Bhaskar, B., &
Pitroda, J. R. (2022). Machine learning and
role of artificial intelligence in optimizing

International Competitiveness

work performance and employee behavior.
Materials Today: Proceedings, 51, 2327-2331.
Rane, N. (2023). Role and challenges of
ChatGPT and similar generative artificial
intelligence  in  business
Available at SSRN 4603227.
Rao, S., Chitranshi, J., & Punjabi, N. (2020).
Role of artificial intelligence in employee
engagement and retention. Journal of Applied
Management-Jidnyasa, 42-60.

Raveendra, P. V., Satish, Y. M., & Singh, P.
(2020). Changing landscape of recruitment
industry: a study on the impact of artificial

management.

intelligence on eliminating hiring bias from
recruitment and selection process. Journal of
Computational and Theoretical Nanoscience,
17(9-10), 4404-4407.

Rozman, M., Oreski, D., & Tominc, P. (2022).
Integrating artificial intelligence into a talent
management model to increase the work
engagement and performance of enterprises.
Frontiers in psychology, 13, 1014434.

Sachan, V. S., Katiyar, A., Somashekher, C.,
Chauhan, A. S., & Bhima, C. K. (2024). The
role of artificial intelligence in HRM:
opportunities,  challenges, and ethical
considerations. Educational Administration:
Theory and Practice, 30(4), 7427-7435.

1018



(78]

[79]

(80]

(81]

(83]

(85]

IRE 1711437

© OCT 2025 | IRE Journals | Volume 9 Issue 4 | ISSN: 2456-8880

Tilmes, N. (2022). Disability, fairness, and
algorithmic bias in Al recruitment. Ethics and
Information Technology, 24(2), 21.

Tong, S., Jia, N., Luo, X., & Fang, Z. (2021).
The Janus face of artificial intelligence
feedback: Deployment versus disclosure
effects on employee performance. Strategic
Management Journal, 42(9), 1600-1631.

Uma, V. R., Velchamy, 1., & Upadhyay, D.
(2023). Recruitment analytics: Hiring in the
era of artificial intelligence. In The adoption
and effect of artificial intelligence on human
resources management, part A (pp. 155-174).
Emerald Publishing Limited.

Varma, A., Dawkins, C., & Chaudhuri, K.
(2023). Artificial intelligence and people
management: A critical assessment through
the ethical lens. Human Resource Management
Review, 33(1), 100923.

Vishwanath, B., & Vaddepalli, S. (2023). The
future of work: Implications of artificial
intelligence on  hr  practices.  Tuijin
Jishu/Journal of Propulsion Technology, 44(3),
1711-1724.

Vivek, R. (2023). Enhancing diversity and
reducing bias in recruitment through Al: a

review of strategies and challenges.
HNudopmarunxka. DKOHOMUKA.
VYupaenenue/Informatics. Economics.

Management, 2(4), 0101-0118.

Vrontis, D., Christofi, M., Pereira, V., Tarba,
S., Makrides, A., & Trichina, E. (2023).
Artificial intelligence, robotics, advanced
technologies and human
management: a systematic review. Artificial
intelligence and international HRM, 172-201.
Yam, J., & Skorburg, J. A. (2021). From
human resources to human rights: Impact
assessments for hiring algorithms. Ethics and
Information Technology, 23(4), 611-623.
Yanamala, K. K. R. (2024). Strategic
implications of Al integration in workforce
planning and talent forecasting. Journal of

resource

Advanced Computing Systems, 4(1), 1-9.
Yarger, L., Cobb Payton, F., & Neupane, B.
(2020). Algorithmic equity in the hiring of
underrepresented IT job candidates. Online
information review, 44(2), 383-395.

Zel, S., & Kongar, E. (2020, September).
Transforming digital employee experience
with artificial intelligence. In 2020 IEEE/ITU
International ~ Conference on  Artificial

Intelligence for Good (AI4G) (pp. 176-179).
IEEE.

ICONIC RESEARCH AND ENGINEERING JOURNALS 1019



