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Abstract- Chronic diseases such as diabetes, heart disease, 

breast cancer, and diabetic retinopathy continue to impose 

a substantial burden on healthcare systems due to delayed 

diagnosis and limited post-diagnostic guidance. Many 

existing digital health platforms focus solely on prediction 

while neglecting actionable follow-up, such as identifying 

suitable healthcare providers. This paper presents an 

integrated web-based machine learning framework that 

performs multi-disease risk prediction and provides 

location-based healthcare recommendations. The system 

supports four disease models: Logistic Regression for 

diabetes and diabetic retinopathy, and Random Forest 

classifiers for heart disease and breast cancer. Users 

manually input clinical parameters, which are 

preprocessed and evaluated using pre-trained models 

deployed on a centralized server. Experimental evaluation 

on publicly available datasets demonstrates classification 

accuracies of 75.32% for diabetes, 99.50% for diabetic 

retinopathy, 90.16% for heart disease, and 83.23% for 

breast cancer. Beyond prediction, the framework 

incorporates a geolocation module that recommends 

nearby hospitals and specialists based on the predicted 

outcome. The results indicate that combining disease 

prediction with post-prediction guidance improves 

practical usability, although clinical deployment would 

require validation on real-world patient data. 
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I. INTRODUCTION 

 

Non-communicable diseases account for a growing 

proportion of global morbidity and mortality. Diabetes 

and cardiovascular diseases are among the leading 

causes of long-term complications, while breast cancer 

remains a primary contributor to cancer-related deaths 

in women. Diabetic retinopathy, although preventable, 

is a major cause of avoidable blindness when early 

detection is missed. 

Machine learning techniques have been widely 

applied to individual disease prediction tasks. 

However, most deployed systems are disease-specific 

and operate in isolation. Moreover, prediction outputs 

are often binary labels without contextual guidance, 

leaving patients uncertain about subsequent actions. 

 

This work addresses two gaps. First, it integrates 

multiple disease prediction models into a single web 

application. Second, it extends prediction results with 

geolocation-based hospital and doctor 

recommendations. The primary contributions of this 

paper are: 

• A unified architecture supporting four disease 

prediction models. 

• Algorithm selection tailored to dataset 

characteristics. 

• Integration of prediction outputs with healthcare 

recommendation logic. 

• Experimental evaluation using standard accuracy 

metrics. 

 

II. PROPOSED METHODOLOGY 

 

2.1. System Architecture 

The system follows a client–server architecture 

consisting of frontend, backend, and data/model 

layers. User requests are processed synchronously, 

and prediction results along with recommendations are 

returned for visualization. 
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                     Fig.1.System architecture 

 

2.2. Data Preprocessing 

Each dataset undergoes preprocessing prior to training 

and inference. Numeric attributes are converted to 

appropriate data types, missing values are handled 

using mean imputation, and feature scaling is applied 

using standard normalization. For diabetes prediction, 

Pearson correlation analysis was used to select glucose 

and body mass index as dominant predictors. 

 

 
Fig .2. Flow chart of Data Preprocessing 

 

2.3 Algorithm Selection Rationale 

Algorithm choice was driven by dataset size, feature 

characteristics, and interpretability requirements: 

• Logistic Regression (Diabetes, Diabetic 

Retinopathy): 

Logistic Regression was selected due to its 

suitability for binary classification and its ability to 

provide probabilistic outputs. In diabetes 

prediction, interpretability of coefficients is 

important for understanding the contribution of 

clinical features. For retinopathy, the dataset 

exhibited near-linear separability after 

preprocessing, making Logistic Regression 

sufficient without introducing unnecessary model 

complexity. 

• Random Forest (Heart Disease, Breast Cancer): 

Random Forest classifiers were employed to 

handle nonlinear feature interactions and reduce 

overfitting. These datasets contain multiple 

correlated attributes, and ensemble learning 

improves robustness compared to single decision 

trees. 

 

This selection prioritizes stability over novelty. No 

deep learning models were used, as the dataset sizes 

and feature structures did not justify higher model 

complexity. 

    

2.4 Geolocation and Recommendation Logic 

Following a positive prediction, the system queries a 

hospital database containing geographic coordinates 

and specialization metadata. Nearby hospitals are 

identified based on distance thresholds and filtered by 

disease specialization.                  

 

III. EXPERIMENTAL RESULTS 

 

Model performance was evaluated using classification 

accuracy on held-out test sets. The results are 

summarized in Table I. 

 

Fig.3. Accuracy Table 

 

The retinopathy model exhibits unusually high 

accuracy, which likely reflects dataset bias or class 

imbalance rather than true clinical robustness. 

 

IV. DISCUSSION 

 

The results indicate that classical machine learning 

models remain competitive for structured clinical 

datasets. Random Forest classifiers consistently 

outperformed Logistic Regression on higher-

dimensional datasets, while Logistic Regression 

Disease Algorithm Accuracy 

(%) 

Diabetes Logistic 

Regression 

75.32 

Diabetic 

Retinopathy 

Logistic 

Regression 

99.50 

Heart Disease Random Forest 90.16 

Breast Cancer Random Forest 83.23 
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remained adequate for simpler binary classification 

tasks. 

 

However, the system relies on manually entered data, 

which introduces user-dependent noise. Additionally, 

the recommendation module is advisory in nature and 

does not account for hospital capacity, physician 

availability, or patient history. These limitations 

restrict direct clinical deployment 

 

V. CONCLUSION AND FUTURE WORK 

 

This paper presented an integrated machine learning 

framework for multi-disease prediction combined with 

geolocation-based healthcare recommendations. The 

system demonstrates that coupling prediction with 

post-diagnostic guidance improves practical relevance 

compared to standalone classifiers. 

 

Future work will focus on: 

• Expanding disease coverage. 

• Incorporating real-time sensor and electronic 

health record data. 

• Applying cost-sensitive and recall-oriented 

evaluation metrics. 

• Validating the system using clinically curated 

datasets. 

• Extending the platform to mobile environments. 

 

Without clinical validation, the system should be 

viewed strictly as a decision-support prototype rather 

than a diagnostic tool. 
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