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Abstract- Artificial Intelligence (AI)-based chatbot
solutions have been capturing increasing attention as
tools from which to re-imagine education and mental
health support infrastructures. Through a combination of
Natural Language Processing (NLP) and deep learning
methods, such agents are able to deliver personalized
learning support as well as administrative assistance and
initial mental health counseling. The present survey
reviews the most recent work (mainly in years 2023-2025)
on Al-based chatbots for education and psychology,
covering architectures, datasets, evaluation measures as
well as pros and cons and ethical issues. This review
highlights research gaps and suggests future work aimed
at building integrated, ethical and human-centered
chatbot systems in higher education.
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L. INTRODUCTION

The rapid development of Artificial Intelligence (AI)
has revolutionized the way how people interact with
computers, and chatbot is one of the most significant
applications of this process (Winkler & Sollner,
2023; Davar et al., 2025). NLP and Deep Learning
based chatbots are becoming increasingly popular to
gather, and understand user intent in order to keep the
conversation on track within a certain context and
finally generating appropriate responses (Vasudevan
et al., 2024). Al-based chatbots in education work as
virtual tutors and academic aids, enhancing learning,
engagement and ease of access (Sharma & Malik,
2024). In the mental health domain, too, chatbots
offer anonymous and non-judgmental first-stage
emotional support for students who are stressed or
anxious (Fitzpatrick et al., 2017; Cho et al., 2023).

/According to WHO (2023) and Jiang et al.(2025),

while the usage is rising, educational and mental
health chatbots are hitherto treated as two disjoint
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systems in prior research, resulting in fragmented
student support mechanisms. Recent literature
stresses the importance of integrated, ethical and
human-oriented Al systems targeting academic, as
well as emotional needs in higher education settings
(Lee et al., 2024; Davar et al., 2025). This review
synthesizes empirical data from emerging reports
(2023-2025) to examine contemporary trends,
technologies, benefits, limitations and future research
of Al-fueled chatbots in educational and mental
health settings. These two domains have been studied
individually in the literature even though they are
increasingly being used together, which results in
piece-meal responses. This paper seeks to synthesize
existing knowledge while evaluating the potential of
Al-based chatbot systems in general for holistic
student advising.(Musundire, 2025).

II. METHODOLOGY OF REVIEW

The text describes which a method the authors used
to led a systematic review of the literature. They
explored reliable academic data sources including
Scopus, Web of Science, IEEE Xplore, Springer and
Google Scholar for papers published from 2023 to
2025. They searched for relevant papers, conference
articles and reports via specific keywords regarding
Al chatbots and related technologies. Once these
studies were collected, they analysed each of them to
ensure that it was pertinent in both subject matter and
the methodologies used to conduct research, as well
as it's contributiveness within academe.3. Al
Chatbots in Education

I1I. AI CHATBOTS IN EDUCATION

Al chatbots are used in education for a variety of
functions that aid the learning process and simplify
institutional tasks. These chatbots should help
students by providing academic support at the point
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of need (like developing strategies on how to deal
with specific subjects or assisting in administrative
tasks like enrolling, scheduling or finding resources).
With the level of individualised interaction and
instant feedback that they enable, educational
chatbots result in higher student engagement and help
relieve the burden on teachers. This double advantage
leads to increased access to eductional support, so
that students can get help anytime... which
encourages self-directed learning and increases
academic performance.

The technological underpinning of those chatbots is
especially derived from advanced deep learning
techniques, such as Long Short-Term Memory
(LSTM), Bidirectional LSTM  (Bi-LSTM)
Transformer model and large language models.
These methods allow fine-grained NLP operations
like tokenization, embedding, intent recognition and
response generation. With the help of these parts,
chatbots are able to respond meaningfully to user
inquiries and maintain a coherent response stream
that accurately reflects context.(Gupta, 2024; Yigci
et al., 2024) . This technological underpinning not
only enables educational chatbots to be trained and
learn over time but it also lets them provide better
teaching tools throughout their lives, supporting a
wider range of use cases in education.

3.1 Applications: Educational chatbots design for
helping to provide help regarding their studies,
advice on specific topics, assisting students in
administrative matters and self-study. Research states
stronger student engagement, less faculty burden and
better access.

3.2 Technologies Used: The recent approaches are
based on deep learning methods as such: LSTM, Bi-
LSTM, Transformer-based architectures and large
language models. NLP involves tokenization,
embedding, intent detection and response generation
as its components.

3.3 Evaluation Metrics: Common measures include
accuracy, precision, recall, response time, usability
ratings and learner satisfaction questionnaires.

IVv. AI CHATBOTS IN MENTAL HEALTH

Natural Language Processing (NLP) composes
different fundamental elements of the human
computer interaction. Tokenization Tokenization
refers to converting the text documents into small
tokens (smaller unit) that serve as input for NLP
tasks. The embedding capture semantic relationships
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among these tokens, making it easier for the
machines to interpret them. Intent Detection: Intent
detection finds out the destination purpose or goal of
the user’s input so that appropriate responses are
made in the context. Combined, these elements are
the heart of response generation that generates
meaningful and relevant responses in terms of the
analysed intent and context. In NLP, accuracy,
precision, and recall are commonly used to evaluate
performance in interpreting and acting on inputs.
Moreover, reaction time assesses  system
effectiveness, and subjective usability ratings and
user satisfaction surveys give some indication of user
experience and acceptance, especially in educational
or assistive applications. In the field of mental health,
Al chatbots have received significant attention for
providing rudimentary emotional first aid, coping
strategies and psychoeducation. These chatbots offer
easy, anonymous ways for users many of whom may
be students to get help without the fear of stigma or
vulnerability, and that dramatically reduces barriers
to mental health support. They are also accessible and
user-friendly, which leads to early intervention and
maintaining involvement (Kuosmanen et al., 2018),
thus constituting valuable instruments in the
provision of regular mental health care. By providing
timely support and creating an environment where
expression is safe, Al chatbots help improve mental
health, serving as a bridge to professional treatment
when necessary.

4.1. Role and Advantages: Preliminary emotional
support, coping strategies and psychoeducation are
delivered too by chatbots that cater for mental health
needs. When students have the opportunity to quote
anonymously and are more accessible, they are more
likely to already seek help.

4.2 A few Limitations: Despite their value as
adjunctive aids, chatbots are no replacement for
professional therapy. We can consider the possibility
of misunderstandings with respect to feelings,
concerns about where the data is taken in your room
and ethics.

V. ETHICAL, PRIVACY, AND HUMAN-
CENTERED CONSIDERATIONS

When students have the opportunity to quote
anonymously and there are more convenient ways for
them to access support, they will be more likely to
proactively seek help, promoting early intervention
and help-seeking behavior. But it’s also important to
understand that even if chatbots have a part to play
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in mental health care, they will never be able to
replace professional therapy. Shortcomings include
the risk of misinterpretation due to the subtle and
complex meaning of emotions and concerns, as well
as requirements for physical environment when
collecting data; privacy and consent are also ethical
challenges.

Ethical, privacy and human-centered considerations
are necessary when deploying Al chatbots in care.
Nine key principles focus on: transparency and
consent; user data protection; algorithmic fairness,
inclusivity and identification of sources for potential
biases; clear distinction between automated support
and professional care. Integrating empathy,
inclusivity and user trust must be incorporated in
designing and implementing such technologies in a
way that it complies with human centered design
principles, helping to facilitate ethical, effective,
respectful user interactions.(Altamimi et al., 2023;
Basharat & Shahid, 2024)

Guidelines on the Ethical Use of Al-Powered
Chatbots in Care Maintaining openness, obtaining
informed consent, protecting data, minimizing bias
and making clear defining boundaries between
automated assistance and professional care are key to
ethical implementation. Empathy, inclusion and user
trust principles are highlighted to utilize in human
centered design.

SYNTHESIS OF KEY STUDIES (2023-2025)

These guiding principles can be the base of ethically
responsible and user-centric chatbots using Al. Focus
on transparency and informed consent keeps users
informed on how their data is exploited and the
limitations of automated support. In addition to this,
embedding empathy and inclusion helps build user
trust, improve the interaction experience and ensure
biases are mitigated.

S. No. | Author(s) Year Domain Key Contribution

1 Winkler & Soéllner 2023 Education Systematic review of educational
chatbot effectiveness

2 Vasudevan et al. 2024 Education Impact of Al chatbots on student
engagement

3 Sharma & Malik 2024 Higher Virtual academic mentors using Al

Education

4 Cho et al. 2023 Mental Health Survey of mental health
conversational agents

5 Fitzpatrick et al. 2017 Mental Health | Woebot: CBT-based mental health
chatbot

6 Lee et al. 2024 Digital Health Al-driven transformation in mental
healthcare

7 Davar et al. 2025 Education & AI | Challenges and opportunities of Al
chatbots

8 Jiang et al. 2025 Education Sustained interaction with Al chatbots

WHO 2023 Ethics & Policy | Ethical governance of Al in mental

health

10 Tiwari et al. 2023 Data Privacy Privacy challenges of Al systems in
education

Table 1: Summary of Key References Reviewed

Tablel: Key studies in Al chatbot applications in
educational, mental health and digital health domain
are summarized. The literature focuses on that Al
chatbots are wuseful for enhancing student

engagement, providing academic support and mental
health counseling, however, they also raise
difficulties such as the ethical issues, privacy
problems and long time user participation.

Area Key Findings

Education

Chatbots enhance engagement and personalized learning

Mental Health | Effective for first-level emotional support
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Technology

Deep learning improves contextual understanding

Ethics Privacy and trust remain critical challenges

Table2: Key Findings on the Applications and Challenges of Chabot’s

Table 2: Sumpletive information on the application
of chatbot in different areas. Chatbots are used to
support active learning and personalized learning in
education, afford initial emotional support as a
psychotherapy measure, especially in mental health
domains; they also can be enhanced by deep learning
techniques that enhance their understanding of
context. FEthical implications Concerns of trust
associated with privacy Despite the mentioned
benefits, ethical concerns about trust and privacy
remain a hard challenge in this field.

VIL RESEARCH GAPS

While latest studies illustrate the increasing potency
of Al-based chatbots towards education and mental
health support, we still observe fragmented and
incomplete research. For the most part, EMBs are
created for educational support and the rest of the
mental health chatbot's goal is to provide emotional
learnings; there have been few studies that combine
learning and well-being. Conversely, existing chatbot
systems are primarily designed around English and
other high-resource languages - limiting their
accessibility to a broader range of students. There is
also a lack of focus on the long-term assessment of
chatbot effectiveness under genuine educational
settings, especially in student’s engagement,
emotional  security  and learning
Moreover, ethical considerations including data
privacy, transparency and trust are usually treated
conceptually rather than implemented in a practical
way into the chatbot frameworks. These constraints
point to a striking gap in the literature, as human-
centered and ethically responsible Al-powered
chatbots still remains elusive efforts to design games
that support both academic and mental well-being for

outcomes.

higher education.
VIII.  FUTURE RESEARCH DIRECTIONS

Future work should address integrated chatbot
frameworks, multimodal interaction (text, voice,
emotion), strong ethical governance and large-scale
evaluations within authentic educational settings.
Such initiatives must place an emphasis on creating
adaptive learning environments that cater to each
student's needs and emotions. Cross-research
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stakeholders, including Al developers, educators
and ethicists will need to work together to develop
frameworks that are not only effective but also
ethically-informed.  Furthermore, future work
requires longitudinal studies to measure the
continued effect of chatbot interventions on student
engagement and academic performance in real-world
educational settings. Future work should also
investigate cross-domain chatbot architectures which
seamlessly integrate learning analytics and mental
health signs to offer holistic student support. More
focus is needed on multi-language and culturally
aware chatbots to ensure inclusiveness. Furthermore,
integrating ethical-by-design and such long-term in-
the-wild evaluations will be essential to the
development of trustworthy and user-friendly Al
chatbot systems.

IX. CONCLUSION

Artificial-intelligence chatbots show promise for
improving education and mental health support.
Fragmented across domains now, with cobwebs
gathering between the tendrils and increasingly under
scrutiny in ethics. A holistic, human-centered and
value-driven perspective can enable chatbots to be
successful both for academic achievement and
student well-being. It is shown in this review that
deep learning embedded with NLP has significantly
improved the performance of AI chatbots for
educational as well as mental health applications. But
the absence of integrated systems focusing both on
academic support and emotional well-being, calls for
holistic ethically driven chatbot based solutions.
Dealing with privacy, transparency and long-term
effectiveness is necessary to ensure sustainable
uptake at higher education settings
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